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The Ethical Use of Fit Indices in 
Structural Equation Modeling: 
Recommendations for Psychologists
Bryant M. Stone *

Department of Psychology, Southern Illinois University Carbondale, Carbondale, IL, United States

Fit indices provide helpful information for researchers to assess the fit of their structural 
equation models to their data. However, like many statistics and methods, researchers 
can misuse fit indices, which suggest the potential for questionable research practices 
that might arise during the analytic and interpretative processes. In the current paper, the 
author highlights two critical ethical dilemmas regarding the use of fit indices, which are 
(1) the selective reporting of fit indices and (2) using fit indices to justify poorly-fitting 
models. The author highlights the dilemmas and provides potential solutions for researchers 
and journals to follow to reduce these questionable research practices.

Keywords: structural equation modeling, factor analysis, ethical issues, model fit, fit indices

INTRODUCTION

Structural equation modeling (SEM) allows researchers to analyze data in ways that are impossible 
under the general linear model, such as simultaneously assessing multiple relationships across 
variables or measuring variables that researchers cannot directly observe (i.e., latent variables) 
such as depression or self-esteem. Many modern scales and measures within the social sciences 
and education, such as intelligence tests, personality assessments, and diagnostic tools for 
mental health professionals, use structural equation modeling to align measures with underlying 
latent constructs. Researchers must create a model, collect the data, and then test the model’s 
fit to the collected data. Although there are many ways to assess for model fit, many researchers 
rely on fit indices, a collection of statistics that quantify the degree of data-model fit. These 
measures may assist researchers in judging the fit of their models. However, like many statics 
and methods, researchers may misuse fit indices through unethical and questionable research 
practices. The current paper investigates and suggests future directions for two ethical dilemmas 
regarding fit indices: the selective reporting of fit indices to bias the apparent fit of a model 
and the use of fit indices to justify poorly fitted models.

FIT INDICES

Researchers have categorized the dozens of fit indices into four broad domains (Hu and 
Bentler, 1999). First, researchers calculate absolute fit indices (e.g., standardized root-mean-
square residual) by comparing the observed covariance matrix (i.e., the collected data) to the 
implied covariance matrix (i.e., the covariances that arose from the specified model). Second, 
relative fit indices (e.g., Tucker-Lewis Index) compare the specified model to a baseline model. 
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A baseline model is a model where all the observed variables 
or collected data are uncorrelated. Third, noncentrality-based 
indices (e.g., Comparative Fit Index or the Root-Mean-Square 
Error of Approximation) are indices that adjust the perfect fit 
of the model, so that the chi-square equals the model’s degrees 
of freedom instead of zero. Fourth, parsimonious fit indices 
(e.g., Parsimonious Goodness of Fit Index) tend to be fit indices 
from other categories adjusted to favor more parsimonious 
models over more complex models. These fit indices quantify 
the model fit through multiple methods.

THE SELECTIVE REPORTING OF FIT 
INDICES

Fit indices are easily biased and demonstrate considerable 
variability. Some fit indices are less vulnerable to the influence 
of extraneous variables, such as the CFI and RMSEA (Cangur 
and Ercan, 2015). However, some estimation techniques 
significantly inflate the standardized root mean squared residual 
(SRMR; e.g., generalized least squares technique is inflated 
compared to the asymptotically distribution-free technique). 
Other studies have found that the sample size easily biases 
the Tucker-Lewis index (TLI) and the normed fit index (NFI; 
Yadama and Pandey, 1995). Further, some fit indices, such as 
the CFI, TLI, and RMSEA, are biased to favor bifactor models 
(Morgan et  al. 2015). The varying sensitivity to extraneous 
factors increases the amount of variability across fit indices.

The significant variability across fit indices may influence 
researchers to report those indices that suggest the best model 
fit. Many SEM software packages (e.g., R or LISREL) automatically 
calculate multiple fit indices when performing the initial SEM 
analyses. The automatic calculation of multiple fit indices allows 
researchers to observe and report the fit indices that support 
their model’s fit. For example, individuals with more complicated 
models may choose not to report parsimonious fit indices, 
which favor simpler models; and individuals with larger sample 
sizes may choose to report the NFI or NNFI, which favor 
models when sample sizes are large. This selective reporting 
may mislead the readers to believe the specified model fits 
the data better than it does. Therefore, fit indices provide a 
wide range of useful information about the data-model fit; 
however, researchers may engage in questionable research 
practices by selectively reporting certain fit indices.

FUTURE DIRECTIONS

Two potential solutions may limit researchers’ ability to selectively 
report fit indices that justify their model. First, journals may 
consider standardizing the fit indices that they publish in their 
journal. Journals tend to have few standards for publishing 
SEM analyses, particularly fit indices. For example, a sample 
of 194 papers published by the American Psychological 
Association found that over 75% of articles that contain 
confirmatory factor analyses report the CFI and RMSEA (Jackson 
et  al. 2009). Still, there was significant variability with the 

reported fit indices, with 34% reporting the Goodness of Fit 
Index (GFI), 23% reporting the NFI, and 46% reporting the 
TLI. Thus, the evidence suggests that journals may need more 
standardization of fit index reporting. In addition, journals 
have a responsibility to prevent the publication of articles 
created using unethical research practices. Still, some might 
argue that it is not the journal’s responsibility to assure that 
their articles follow a standard of reporting fit indices. Instead, 
some might argue that it is the reviewers’ responsibility to 
assure proper reporting practices. As such, the journals may 
be  responsible for ensuring the reviewers are adhering to 
standard reporting practices.

Second, to limit the potential of selective reporting of fit 
indices, researchers should cite their method of reporting. 
Multiple methods of reporting fit indices exist. Some methods 
suggest that researchers report the same indices, such as Kline 
(2016), who recommends reporting the model chi-square statistic, 
RMSEA, CFI, and the SRMR. Some researchers suggest one 
should report the TLI, CFI, and RMSEA for one-time analyses 
and then only report other fit indices when making modifications 
to the model (Schreiber et  al. 2006). Some suggest a hybrid, 
where researchers must always report the model chi-square, 
SRMR and then choose a parsimonious index and a relative 
index (Ockey and Choi, 2015). Finally, some allow researchers 
to choose one absolute, incremental, and parsimonious fit index 
(Jackson et  al. 2009). Thus, researchers have many methods 
to choose from when reporting fit indices.

Still, there are limitations to selecting a method when 
reporting fit indices. First, every method has limitations. For 
example, the Kline method does not allow for parsimonious 
fit indices, which reveal a worse fit for more complex methods. 
Jackson et  al. (2009) method still allows researchers to select 
the best-fit indices of the domains of fit indices to report. 
The method of Ockey and Choi (2015) limits researchers to 
specific indices and allows for the ability to select the fit indices 
that estimate a better model fit. Moreover, researchers will 
have the potential to selectively pick a method post-hoc that 
makes their models appear to fit better. This selective use of 
methods may reduce the selective reporting of fit indices; 
however, it does not stop them. Therefore, the problem with 
fit index reporting is not the fit indices themselves; rather, 
the problem comes from the intention and motivation of the 
researchers to misrepresent their data-model fit. Thus, researchers 
still need to work on ways of refining the standardization of 
reporting of fit indices.

USING FIT INDICES TO JUSTIFY 
POORLY FITTING MODELS

The chi-square exact fit test is sensitive to and suggests poor 
model fit from minor and typically insignificant model 
misspecifications (Bentler and Bonett, 1980). With sample sizes 
between 75 and 200, the chi-square test is typically an appropriate 
indicator of model fit. However, when the sample size is over 
400, most models are rejected. This sensitivity to minor model 
misspecifications limits the utility of the chi-square exact fit test.
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The researcher’s ability to detect if a model fits the observed 
data is limited due to the chi-square exact fit test sensitivity 
to sample size, so researchers typically rely on other fit measures. 
Some researchers may use fit indices to justify poorly-fitted 
models. For example, we  can imagine that researchers are 
testing a model using a dataset of 400 observations. Almost 
certainly, the chi-square test will suggest that the model does 
not fit the data. In this example, imagine that the chi-square 
test is very high, given the degrees of freedom and sample 
size (e.g., χ2(1) = 10,000, p  < 0.001). The chi-squared test is 
much higher than expected, even though the test is sensitive 
to sample size (i.e., the chi-square test suggests that the model 
does not fit the data even when accounting for being 
overpowered). Some fit indices for this model might suggest 
that the model moderately fits (e.g., a CFI of 0.83). The 
researcher may then ignore the exact fit test and rely on the 
CFI to justify the model’s fit. Further, a fit index may appear 
to suggest good data-model fit even when a majority of the 
pattern coefficients are nonsignificant or weak. This pattern 
of reporting may mislead the readers to believe that some 
models fit the data better than they appear given the chi-square 
exact fit test and pattern coefficients. The problem is not with 
the fit indices (i.e., the fit indices report the information they 
were designed to report); rather, the problem is when researchers 
use the fit indices to argue that a model fits the data when 
there are major areas of misfit.

FUTURE DIRECTIONS

Researchers should consider the three-step process by Kline 
(2016) for assessing model fit instead of relying on fit indices. 
Kline (2016) suggested this method to retain a model as one 
plausible explanation of the data, even when the exact fit test 
suggests that the specified model does not fit the data. Step  1 
involves fitting the model to the data and reporting the exact 
fit test. If the model passes the exact fit test, then the researcher 
will temporarily retain the model as one plausible explanation 
for the data. If the model fails the exact fit test, then the 
researcher will tentatively reject the model. Step  2 involves 
examining standardized and correlational residuals. Standardized 
residuals are a standardized measure of the error between the 
observed data and the model-implied data for each piece of 
unique information in the model-implied covariance matrix. 
The correlational residuals measure the error between the 
underlying correlation between items and the model-implied 
correlations between items. Kline recommends that researchers 
reject the model if there are numerous correlational residuals 
(associated with significant standardized residuals) with an 
absolute value of greater than 0.1 and retain the model if 
there are no significant correlational residuals. This second 
step means that researchers may reject models that pass the 
exact fit test and retain models that fail the exact fit test. 
Step  3 involves reporting the RMSEA, CFI, and SRMR but 
not using these fit indices to justify the model fit.

The method of Kline (2016) has several benefits over using 
the exact fit test or fit indices alone. First, the method of 

Kline (2016) of examining standardized and correlational 
residuals allows researchers to assess the fit of individual parts 
of a model instead of the model as a whole. This benefit 
allows researchers to assess where the model fits poorly and 
adjust accordingly (i.e., adding an extra parameter). Second, 
the method of Kline (2016) allows models that have failed 
the exact fit test to be  redeemed. This benefit removes the 
emphasis on the exact fit test and allows the researcher to 
assess if the model failed the exact fit test due to large residuals 
or just minor model misspecifications. These benefits suggest 
that using the method of Kline (2016) may be  more valid 
than using fit indices alone.

LIMITATIONS OF FIT INDICES

Although fit indices provide helpful information in assessing 
data-model fit, there are several notable limitations. First, 
simulation studies suggest that the implications of cut-off 
values change when loading and sample size are manipulated 
(Sharma et  al. 2005). This research suggests that proper 
cut-offs for fit indices (i.e., 0.95 for CFI; Schreiber et  al. 
2006) changes as a function of the strength of the loadings 
from the common factors to the indicators, making these 
fit index cut-offs unreliable. Second, fit indices measure the 
average fit of the model across parameters and do not allow 
researchers to assess for the fit of different parameters. This 
limitation implies that a model with suitable fitting and 
poor fitting parameters may give a similar fit index as a 
model with average fitting parameters across the model. 
Finally, fit indices are only one of many methods that assist 
researchers in assessing data-model fit. For example, instead 
of relying exclusively on fit indices researchers can use 
relative fit across multiple competing models and select the 
model that demonstrates the best fit. Further, researchers 
may consider not relying only on empirical methods to 
determine a model’s fit, but also instead using theory and 
logic to determine which models fit better. For example, a 
model that is weakly justified theoretically but fits the data 
well (i.e., solely empirically driven) may not be  a model 
of the hypothesized phenomenon that is as valid as a model 
that does not fit the data as well but has stronger theoretical 
support (e.g., Box, 1976; Hox and Bechger, 1999). Further, 
using pluralistic methods over a single method (i.e., fit 
indices alone), such as the method of Kline (2016), relative 
fit comparisons, and theoretical justification in addition to 
fit indices may guard against the misuse of fit indices 
(Mayrhofer and Hutmacher, 2020; Zitzmann and Loreth, 2021).

CONCLUSION

Fit indices in structural equation modeling provide helpful 
information about the data-model fit; however, researchers 
should use fit indices responsibly and ethically to assure that 
they do not misrepresent the fit of models. The suggestions 
in the current paper may limit the misuse of fit indices; however, 
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researchers may still misuse these suggestions. To maintain 
the credibility of analyses under the structural equation modeling 
framework, researchers have a responsibility to uphold the 
standards of reporting set forth by the experts in the field. 
The ethical use of fit indices sustains the scientific rigor of 
the social sciences commanded by empirical investigations. 
Furthermore, the responsible use of structural equation modeling 
techniques will allow social scientists to build on the existing 

framework, which may increase the potential to answer more 
complex and essential questions.
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Sensitivity Analysis in
Nonrandomized Longitudinal
Mediation Analysis
Davood Tofighi*

Department of Psychology, University of New Mexico, Albuquerque, NM, United States

Mediation analysis relies on an untestable assumption of the no omitted confounders,
which posits that an omitted variable that confounds the relationships between the
antecedent, mediator, and outcome variables cannot exist. One common model in
alcohol addiction studies is a nonrandomized latent growth curve mediation model
(LGCMM), where the antecedent variable is not randomized, the two covarying
mediators are latent intercept and slope modeling longitudinal effect of the repeated
measures mediator, and an outcome variable that measures alcohol use. An important
gap in the literature is lack of sensitivity analysis techniques to assess the effect of
the violation of the no omitted confounder assumption in a nonrandomized LGCMM.
We extend a sensitivity analysis technique, termed correlated augmented mediation
sensitivity analysis (CAMSA), to a nonrandomized LGCMM. We address several
unresolved issues in conducting CAMSA for the nonrandomized LGCMM and present:
(a) analytical results showing how confounder correlations model a confounding bias,
(b) algorithms to address admissible values for confounder correlations, (c) accessible
R code within an SEM framework to conduct our proposed sensitivity analysis, and
(d) an empirical example. We conclude that conducting sensitivity analysis to ascertain
robustness of the mediation analysis is critical.

Keywords: mediation analysis, sensitivity analysis, no omitted confounder assumption, latent growth analysis,
structural equation model (SEM)

INTRODUTION

Mediation analysisC has become more common in analyzing complex causal chains in health and
psychological studies. One common model in alcohol addiction studies (e.g., Moyers et al., 2009;
Hartzler et al., 2011; Maisto et al., 2015) is a nonrandomized latent growth curve mediation model
(LGCMM; von Soest and Hagtvet, 2011). The LGCMM, as shown in Figure 1, hypothesizes that
a nonrandomized antecedent variable (pain) influences both mediators (i.e., mean negative affect
and monthly rate of negative affect); these mediators, in turn, cause an outcome variable (alcohol
use). Further, the antecedent variable can be also randomized (randomized mediation model).
A critical, yet untestable assumption in any mediation model, including the LGCMM, is the no
omitted confounder assumption (Judd and Kenny, 1981; Robins and Greenland, 1992; Pearl, 2014;
MacKinnon and Pirlott, 2015; Valente et al., 2017). A no omitted confounder assumption states
that an omitted variable (confounder) may not exist if it confounds the relationships among the
antecedent, mediators, and outcome variable. In a randomized mediation model, this assumption
implies that, by properly randomizing the antecedent variable, we can rule out the effect of a
confounder on the antecedent variable to the mediators and on the outcome variable relationships
but not on the mediators to outcome relationships. In a nonrandomized mediation model, however,
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Y 
X 

FIGURE 1 | Latent growth curve mediation model (LGCMM). The antecedent
variable (X ) was pain at 4 months after treatment. The two covarying
mediators were the latent intercept (η0 = mean negative mood at 4 months)
and slope (η1 = monthly rate of negative affect) for the repeated measures of
negative affect. The outcome variable (Y ) measures percent drinking days
(PDD) at 16 months. C denotes a set of covariates (e.g., background
variables). A single-headed arrow shows the direct effect of a variable at the
origin on the variable at the end of the arrow. A curved double-headed arrow
shows covariance between the two residuals.

an omitted confounder can influence all the relationships among
antecedent variable, mediators, and outcome variable. As a result,
it is more challenging to assess the impact of violating the
no confounding assumption because the additional patterns
of confounding can happen with a nonrandomized mediation
model when that model is compared to a randomized mediation
model. Because the no omitted confounder assumption is not
testable and because the proper randomization of the antecedent
and mediator variables is absent, researchers have recommended
sensitivity analysis (Imai et al., 2010; VanderWeele and Arah,
2011; Tofighi et al., 2013, 2019; Albert and Wang, 2015;
VanderWeele, 2015; Tofighi and Kelley, 2016). A sensitivity
analysis assesses the impact of various degrees of violation of
the no omitted confounder assumption on the model parameter
estimates and on any inferences about the indirect effects.

Despite the prevalence of nonrandomized longitudinal
mediation studies in areas such as alcohol addiction (e.g., Moyers
et al., 2009; Hartzler et al., 2011; Maisto et al., 2015), most
research attention has been on randomized mediation model
in both multilevel/longitudinal and single-level data as a means
of improving causal inference. In fact, to our knowledge, no
study to date has offered a method to conduct sensitivity
analysis for a nonrandomized longitudinal mediation model
with two covarying mediators in a structural equation model
(SEM), a multivariate framework to study covariance structure.
Previous research mostly focused on the sensitivity analysis
for a randomized model with a single-level data in SEM or
in a potential outcome framework (Imai et al., 2010; Cox
et al., 2013; Albert and Wang, 2015; Valente et al., 2017; Hong
et al., 2018; Lindmark et al., 2018; McCandless and Somers,
2019). For a mediation model with two independent mediators,
Imai and Yamamoto (2013) studied sensitivity analysis and
strongly assumed independence between the two mediators;
their technique, however, cannot be directly applied to a
model with covarying mediators as it could result in bias
in estimating indirect effects (VanderWeele, 2015). Several
studies proposed randomized and nonrandomized sensitivity

analysis for sequential mediation models, where one mediator
is assumed to sequentially cause another mediator, in both
randomized (Imai and Yamamoto, 2013; Daniel et al., 2015)
and nonrandomized models (Harring et al., 2017). Because
of the strong assumption that the mediators are measured
in chronological order, the model specification, interpretation,
and sensitivity analysis techniques developed for a sequential
mediation model are not directly applicable to a model with
covarying mediators, where the mediators freely covary but
do not causally impact one another. In multilevel/longitudinal
mediation analysis, methods to conduct sensitivity analysis
have been proposed for nonrandomized (Tofighi and Kelley,
2016) and for randomized single-mediator model (Bind et al.,
2016; Talloen et al., 2016). For two mediators, Tofighi et al.
(2019) proposed an SEM-based sensitivity analysis method for
a randomized LGCMM. However, Tofighi et al. (2019) did
not consider a nonrandomized model where a confounder can
influence a pair of relationships among antecedent variable,
mediators, and outcome variable. To our knowledge, no study
to date has extended sensitivity analysis to a nonrandomized
LGCMM in an SEM framework.

Nonrandomized LGCMM poses interwoven challenges
compared to either single-level or longitudinal randomized
models. First, nonrandomization means a confounder can
impact the antecedent as well as the mediators and the
outcome variable. Thus, a confounder may impact not only the
relationships between the mediators and the outcome variable
(as in a randomized mediation model) but also may affect
additional relationships of the antecedent to each mediator
variable and to the outcome variable. This potential influence
poses two additional challenges. The first issue is how to
model and estimate biasing impact of a confounder on the
antecedent variable in an SEM framework if the antecedent
variable is exogenous. In a situation where an antecedent
variable is exogenous, the covariates, if they exist, do not
influence the antecedent variable. This is a critical issue to
address in sensitivity analysis because, in an SEM framework for
mediation analysis, an antecedent variable (randomized or not)
is generally modeled as an exogenous (and fixed) rather than an
endogenous (and random) variable when the covariates are not
assumed to influence the antecedent variable. The challenge is
to propose a method to convert the antecedent variable without
a predicting covariate that is modeled as an exogenous variable
into an endogenous variable so that potential impact of omitted
confounder on the antecedent variable can be modeled through
a confounder correlation.

The second challenge arises because of the additional
relationships that can be influenced by a confounder in a
nonrandomized model compared to a randomized model. In
this instance, conceptualizing, estimating, and interpreting all the
confounding relationships and their impacts on the indirect effect
estimates will be more complicated than any other sensitivity
analysis that has been performed. Also, in a longitudinal model,
the repeated measures are correlated; thus, special techniques
such as multilevel modeling (Raudenbush and Bryk, 2002) are
required to account for lack of independence and to make
correct inference about uncertainty of the parameter estimates. In
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addition, because of the multilevel structure of data, confounders
can impact the model variables at different levels of aggregation
(Tofighi and Kelley, 2016), and, thus, techniques developed for
a single-level model may not be directly applicable. Further, the
existence of two covarying mediators requires that the indirect
effect through each mediator be simultaneously estimated.
Conducting sensitivity analysis for each mediator separately
while ignoring the other covarying mediators, as is done in a
single-mediator model, is likely to result in bias because the two
mediators are covarying (VanderWeele, 2015). Thus, techniques
developed for a single-mediator model cannot be directly used
to conduct sensitivity analysis in a two covarying mediator
model. Lastly, given a variety of patterns of confounding bias,
summarizing the impact of confounding bias succinctly enables
researchers to assess sensitivity of the parameter estimate as
well as statistical inference to the confounding bias. Given the
importance of nonrandomized longitudinal model in practice
and the unresolved practical and theoretical issues that hinder
conducting sensitivity analysis for such models, proposing
a method on how to conduct sensitivity analysis that can
be implemented in SEM framework using available software
packages is critical.

In this paper, we extend a sensitivity analysis technique
from a randomized longitudinal mediation model to a complex,
nonrandomized longitudinal mediation model, such as the
model illustrated in Figure 1, in an SEM framework. More
specifically, we extend a technique, termed correlated augmented
model sensitivity analysis (CAMSA), that was developed for a
randomized longitudinal mediation model to conduct sensitivity
analysis in nonrandomized longitudinal mediation model with
two covarying mediators (Tofighi et al., 2019). The extended
CAMSA augments a nonrandomized mediation model with
confounder correlations induced by a hypothesized confounder
and addresses the unresolved challenges mentioned previously
in modeling the biasing impact of the confounder bias. We
present analytic results showing the confounder correlations
are a function of omitted confounder relations to the model
variables; we thereby show how the confounders correlations
can be used to estimate confounding biases. We further present
results on how to model and estimate confounder correlations in
a nonrandomized longitudinal mediation model using the lavaan
package (Rosseel, 2012), an opensource, freely available SEM
package within the R statistical computing software framework
(R Development Core Team, 2020). We present R code along
with detailed instruction and an empirical example on how
to conduct, interpret, and present the results of this proposed
sensitivity analysis1.

SENSITIVITY ANALYSIS FOR
NONRANDOMIZED MEDIATION MODEL

In this section, we extend CAMSA to conduct sensitivity analysis
for LGCMM (Figure 1). For simplicity but without loss of

1The R script for our proposed CAMSA for the empirical example is provided in
the online Supplementary Material.

generality, we consider an LGCMM without any covariates.
However, the results presented in this section will hold when
adding the covariates to LGCMM in Figure 1 as we will
demonstrate in the empirical example section. A crucial step
in CAMSA is to specify a set of confounder correlations; a
confounder correlation is used to model the impact of the
omitted confounders on the model parameters. More specifically,
confounder correlations are specified between the residuals
associated with the endogenous variables (i.e., the variables with
arrows pointed toward them). In extending CAMSA to the
nonrandomized LGCMM, we faced several challenges. First, we
needed to determine how to specify confounder correlations
between an antecedent variable, which is an exogenous variable
with no residual term, and the residuals associated with the
endogenous variables in the model. This step is required
because CAMSA uses confounder correlations to model biasing
confounder effects. Second, we found a lack of clarity about
whether the confounder correlations are uniquely a function
of the confounder effects on the model parameters or whether
they are also a function of the existing relationships between
the variables. Clarifying such relationships would elucidate what
confounder correlations are modeling. Thus, it is necessary to
analytically demonstrate relationships between the confounder
correlations and the effect of the confounder on the model
parameters. Third, because of an infinite number of the
combinations of confounder correlations, we were challenged
to find plausible values for confounder correlations that are
admissible and practical. In finding admissible values, we employ
and implement different methods such that the correlation
matrix is positive definite. To find sensible values, we propose
steps to explore a finite set of plausible confounder correlation
patterns as opposed to examining an infinite number of patterns;
thus, we provide a more accessible way for researchers to
conduct and interpret sensitivity analysis when facing an infinite
number of choices for confounder correlations. In the next
section, we introduce and extend CAMSA to the nonrandomized
LGCMM. We then present formulae for computing confounder
correlations in CAMSA. Next, we show equivalency between
the correlated augmented model and a latent augmented
model, an LGCMM that models a confounder explicitly.
Finally, we present methods to generate admissible confounder
correlations for CAMSA.

CAMSA
To conduct CAMSA and address the challenges outlined above,
we first specify the correlated augmented model, which adds to
the original LGCMM (Figure 1) with the confounder correlations
as shown in Figure 2. But first, we address the challenge that, in
the model in Figure 1, the antecedent variable is not endogenous
variable but is an exogenous variable without a residual term.
To solve this issue, we introduce a residual term εxi for the
antecedent variable X. To ensure that the model is identified,
we fix variance of the residual term to equal the variance of the
antecedent variable. The residual term would explicitly specify
the antecedent variable as an endogenous variable as opposed
a “fixed” exogenous variable that tends to be a default setting
in SEM software packages. That is, specifying this residual term
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FIGURE 2 | Correlated augmented LGCMM. The antecedent variable (X ) was
pain at 4 months after treatment. The two covarying mediators were the latent
intercept (η0 = mean negative mood at 4 months) and slope (η1 = monthly
rate of negative affect) for the repeated measures of negative affect. The
outcome variable (Y ) measures percent drinking days (PDD) at 16 months.
A single-headed arrow shows the direct effect of a variable at the origin on the
variable at the end of the arrow. A solid double-headed arrow shows
covariance between the two residuals. A dashed doubled headed arrow
shows confounder covariance (correlation) between the residuals.

will convert the role of the antecedent variable from exogenous
to endogenous, thus permitting us to specify the confounder
correlations between the antecedent variable residual term and
the other residual terms in the model. Now, we can model
confounder bias as the confounder correlations among all the
residual terms of the endogenous variables. In addition, by
converting the antecedent variable to an endogenous variable, we
can manipulate elements of the covariance matrix of endogenous
variables. Below we present the equations for this model where
Eq. (1) demonstrates specification for converting the antecedent
variable into an endogenous variable. The superscript “∗∗”
denotes the parameters for the correlated augmented model2.

xi = α
∗∗
3 + ε

∗∗
xi (1)

mij = ηi0 + ηi1 tij + e∗∗ij (2)

ηi0 = α
∗∗
0 + γ

∗∗
01 xi + ζ ∗∗0i (3)

ηi1 = α
∗∗
1 + γ

∗∗
11 xi + ζ ∗∗1i (4)

yi = α
∗∗
2 + λ

∗∗
1 xi + λ∗∗2 ηi0 + λ

∗∗
3 ηi1 + ε

∗∗
yi (5)

In the above equations, subscript i denotes person i = 1, . . ., N,
and subscript j denotes an occasion for the repeated measures
variable mij where j = 1,. . ., p. Variables mij and tij are the
repeated measures on the observed mediators and the time score,
respectively; yi is the outcome variable, and xi is the antecedent
variable. Latent intercept and slope are denoted by ηi0 and ηi1.
The terms α∗∗0 and α∗∗1 denote the intercepts for the latent
growth factors. The intercept for the outcome variable is α∗∗2 ; the
intercept for the antecedent variable is α∗∗3 where it is, in fact,

2Note that for simplicity and without loss of generality, we consider an LGCMM
without any covariates. However, the results presented in this section hold when
adding the covariates to LGCMM Figure 1 as will be shown in the “Empirical
Example” section.

estimated by the sample mean for the antecedent variable. The
parameters γ∗∗01 and γ∗∗11 quantify the effects of the antecedent
variable on the latent intercept and slope, respectively. The
regression coefficients λ∗∗1 ,λ

∗∗
2 , and λ∗∗3 quantify the effects of the

antecedent variable, latent intercept, and slope on the outcome
variable, respectively.

The second part of positing the correlated augmented model is
to specify the variances and covariances between the residuals for
the model. From a multilevel perspective, two levels of residuals
for LGCMM exist. First, there are p Within (Level-2) residuals

associated with repeated measures mijs, ε∗∗W =
(

e∗∗i1 , . . . , e∗∗ip
)T

,
where T denotes vector transpose operator. Second, there are

four Between (Level-2) residuals ε∗∗B =

(
ε∗∗ix , ε∗∗iy , ζ∗∗

0i
, ζ∗∗1i

)T
,

where ε∗∗ix , ε∗∗iy , ζ∗∗
0i
, and ζ∗∗1i are associated with the antecedent

variable, outcome variable, and latent intercept and slope,
respectively. Note that ε∗∗ix is included in vector of the residuals
because we explicitly specify the antecedent variable as an
endogenous variable with a residual term. We assume that the
covariances between the Level-1 and Level-2 residuals to be zero
(Raudenbush and Bryk, 2002).

For each level, the vector of residuals has the multivariate
normal distribution with a mean vector of zero and a covariance
matrix. For the Within residuals, the upper-triangle covariance
matrix is:

6∗∗W =


σ2

e∗∗1
0 0
. . . 0

σ2
e∗∗p


where σ2

e∗∗1
and σ2

e∗∗p
are the residual variance for mi1 and

mip, respectively. We assume that the covariances between the
repeated measures are zero although one could estimate the
Within residuals when this premise is supported by theory. For
the Between residuals, the upper-triangle covariance matrix is:

6∗∗B =


σ2

ε∗∗xi
σε∗∗xi

σε∗∗yi
ρ1 σε∗∗xi

σζ∗∗0
ρ2 σε∗∗xi

σζ∗∗1
ρ3

σ2
ε∗∗yi

σε∗∗yi
σζ∗∗0

ρ4 σε∗∗yi
σζ∗∗1

ρ5

σ2
ζ∗∗0

σζ∗∗0 ,ζ
∗∗
1

ρη0,η1

σ2
ζ∗∗1

 .
As shown in Figure 2, ρ1, ρ2, and ρ3 are the confounder

correlations between the antecedent variable and outcome
variable, the latent intercept and slope, respectively; ρ4 and ρ5
are the confounder correlations between the latent intercept and
slope and the latent slope and outcome variable, respectively. The
terms σ2s denote the variances of the respective residuals.

The confounder correlations ρ1 to ρ5 are assumed to model
the effect of the omitted confounder bias on the model
parameters although the exact nature of the relationships between
the confounder correlations and the omitted confounder remains
unclear. Note that if we had assumed that all the confounders
were included in the model (e.g., the covariates included the
confounders), most if not all the confounder correlations would
equal zero (Tofighi et al., 2013, 2019; Tofighi and Kelley, 2016).
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If all the confounders were included in the model, except for
the residuals of the latent intercept and slope, the residuals
associated with the antecedent variable, latent intercept and
slopes, and the outcome variable would not correlate merely
because of the omitted confounders3. This argument will be
made clearer when we show the relationships between the
confounder correlations and the omitted confounder effects later
in this article. The covariance of the residuals between the latent
intercept and slope is usually freely estimated (Singer and Willett,
2003). In general, the covariance between the intercept and slope
should not be fixed at zero because of its potential substantive
interpretation (Snijders and Bosker, 2011). As we will discuss
later, the covariance between the intercept and slope could be
biased because of the confounder bias when ρs are non-zero.

Before conducting CAMSA using the correlated augmented
model, three important issues must be addressed. First, we
need to derive analytical formulas to transform the confounder
correlations into confounder covariances that are covariances
between the residuals quantifying the effects of the omitted
confounders. Second, we need to determine the relationships
between the confounder correlations and the effect of the
omitted confounder on the model parameters. Third, we need
methods to generate admissible confounder correlation values
that are of substantive interest. We address these issues in
the next sections.

Transforming Confounder Correlations
Into Confounder Covariances
In conducting CAMSA, we cannot use confounder correlations
directly to specify a correlated augmented mediation model in
SEM framework because of scaling of the endogenous variables.
Rather, we need to use the confounder covariance and estimates
of the residual variance and then convert the fixed values of
confounder correlations to confounder covariance using the
derived computational formulas. We use the derived formulas
to estimate the correlated augmented model (see Supplementary
Material for details on deriving the formulas).

cov(xi, σε∗∗yi
) = ρ1σε∗∗xi

σε∗∗yi

cov(xi, ζ
∗∗
0i ) = ρ2σε∗∗xi

σζ ∗∗0i

cov(xi, ζ
∗∗
1i ) = ρ3σε∗∗xi

σζ ∗∗1i

cov(ζ ∗∗0i , ε
∗∗
yi ) = ρ4σζ ∗∗0i

σε∗∗yi

cov(ζ ∗∗1i , ε
∗∗
yi ) = ρ5σζ ∗∗1i

σε∗∗yi

Equivalence Between Correlated
Augmented Model and Latent
Augmented Model
In this section, we show the equivalence between the correlated
augmented model used in CAMSA and the latent augmented

3The residuals could be correlated due to other factors, such as common methods
factors (Podsakoff et al., 2003).

ϖ  

Y X 

∗

∗
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∗
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∗

∗
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FIGURE 3 | A latent augmented LGCMM. The antecedent variable (X ) was
pain at 4 months after treatment. The two covarying mediators were the latent
intercept (η0 = mean negative mood at 4 months) and slope (η1 = monthly
rate of negative affect) for the repeated measures of negative affect. The
outcome variable (Y ) measures percent drinking days (PDD) at 16 months.
A solid single-headed arrow shows the direct effect of a variable at the origin
on the variable at the end of the arrow. A solid double-headed arrow shows
covariance between the two residuals. The dashed circle shows the latent
proxy variable $ and the dashed arrows show the confounder parameters
modeling the effect of the latent proxy variable on the endogenous variables.

model in Figure 3. We use the term latent augmented
model because $ , termed a latent confounder, denotes a
latent variable that accounts for a linear combination of
the potential omitted confounders. Establishing equivalency
is critical because it is unclear whether the confounder
covariances/correlations in the correlated augmented model
exclusively account for the confounder correlations or for
correlations not caused by an omitted confounder. Model
specification and equations for the latent augmented model and
detailed analytic proofs of the equivalency between the latent
augmented model and correlated augmented model are shown
in Supplementary Material.

A significant contribution of our paper is to establish that
the latent augmented model is equivalent to the correlated
augmented model. That is, there is a one-to-one relationship
between the corresponding parameters from the two model. To
confirm this correspondence, we must show that the confounder
correlations/covariances in the correlated augmented model
are, in fact, functions of the confounding parameters in the
latent augmented model. It is not trivial that the confounder
correlations/covariances specifically model the effects of
confounders and not the other relationships between the
variables in the model. For example, we show that the covariance
between the latent intercept and slope in the correlated
augmented model is not, in general, equal to the corresponding
covariance between the intercept and the slope in the latent
augmented model.

Using a latent augmented model in sensitivity analysis is
an extension of the sensitivity analysis technique used in
randomized LGCMM (Tofighi et al., 2019) and multilevel SEM
(Tofighi and Kelley, 2016) and is similar to the phantom
variable technique used in single-level SEM (Harring et al.,
2017). We only use the latent augmented model to exhibit
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equivalency but not to conduct sensitivity analysis because using
the latent augmented model over the correlated augmented
model potentially produces negative residual variance (Tofighi
et al., 2019). Furthermore, using a latent augmented model
means that the confounder parameters, regression coefficients
measuring confounding bias on the model variables, are not
easily interpretable because of scaling of the variables. These
issues are remedied in the correlated augmented model because
we use confounder correlations, which are effect size measures,
and thus are more easily interpreted to gauge the impact of
confounding bias.

Generating Confounder Correlation
Matrix
In the correlated augmented model, the confounder correlations
are a set of fixed values that researchers establish with some
restrictions that will make correlation values admissible. We
will discuss different methods of finding admissible confounder
correlation values. One important contribution of our model is
that we propose a two-step procedure to investigate values for
the confounder correlations that has not been used in sensitivity
analysis literature. The two-step procedure uses the following
two methods of generating admissible correlation values: (a)
Toeplitz matrix method and (b) nearest positive-definite (PD)
matrix method. We explain in detail how each method works
and enumerate the pros and cons of each method. We show
application of the two-step procedure using an empirical example
in the next section.

A critical issue that needs to be addressed before conducting
CAMSA is finding admissible values for the confounder
correlations. Finding correlation confounder values is
challenging because the correlations have a restricted range
of [−1, 1] and are restricted by the values of other confounder
correlations. In other words, the correlation values are not
independent. This dependency means that we cannot pick values
for a correlation independent of the values of other correlations.
For example, for a triplet of correlations, all the values must
satisfy the following constraint (Rousseeuw and Molenberghs,
1994):

ρ2
12 + ρ2

13 + ρ2
23 − 2ρ12ρ13ρ23 ≤ 1

Finding the values of the triplets of correlations that would
satisfy the above restriction is not straightforward, especially as
the number of correlations increase. This challenge can be more
readily seen when arranging correlation values into a matrix as
the Between confounder correlation matrix shown below.

1 ρ1 ρ2 ρ3
1 ρ4 ρ5

1 ρη0,η1

1

 (6)

The correlation matrix in (6) must be positive semi-definite
(PSD). A square symmetric matrix is PSD if and only if the
matrix determinant is greater than or equal to zero. Finding the
determinant and setting it to be greater than (equal to) zero

would provide us with necessary and sufficient condition for
the correlation matrix. However, generating a matrix that would
satisfy these conditions is not straightforward. Additionally
challenging is generating a symmetric PSD whose diagonal
elements are one and off-diagonal elements are between −1
and 1 where the correlation values substantively meaningful.
The challenges are to find values and patterns of confounder
correlations that are of substantive interest while satisfying the
PSD condition. Below we discuss a two-step procedure for
generating PSD correlation matrices.

Step 1: Toeplitz Matrix Method
One way to generate a correlation matrix is to use a special
type of symmetric Toeplitz matrix (Schott, 1997; Wicklin,
2015) in which the main diagonal and diagonals parallel to
the main diagonal are constant. We focus on the symmetric
Toeplitz matrix whose diagonal elements are one. Consider
n real numbers a0, a1, ..., an−1 where a0 = 1. Then we
can denote a symmetric Toeplitz matrix whose first row is
a0, a1, ..., an−1 by

Tn = Tn[a0, a1, . . . , an−1] =


a0 a1 · · · an−1

a0 · · · an−2
. . .

...

a0

 (7)

We use the results by Bogoya et al. (2012) to generate a
special case for Toeplitz matrix where the matrix is square
and symmetric with the main diagonal of one. A main result
of Bogoya et al. (2012) is that a symmetric Toeplitz matrix
whose first row is a linearly decreasing sequence (i.e., a sequence
that decreases by the same amount each time) of non-negative
values is PD. Thus, the process creates a sequence of decreasing
positive values that generates a correlation matrix (Wicklin,
2015). To illustrate, consider a general polynomial sequence
of the form c1 − (j− 1)c2 where c1 and c2 are constant and
j is the index for column number, j = 1, ..., n, — although
one could also build a Toeplitz matrix with the first column
and then use a row index. The sequence is expanded as
follows: c1, c1 − c2, c1 − 2c2, .... A necessary condition for the
matrix to be PD is that the sequence should positive, thus
c1 − (j− 1)c2 > 0. For a correlation matrix, we set c1 = 1
because the main diagonal elements of a correlation matrix
equal one. Thus, the condition 1− (j− 1)c2 > 0 means that
decrement c2 must satisfy c2 < 1/(n− 1) and that the largest
value for j is the dimension of the matrix, n. For example,
a decrement for a triplet correlation Toeplitz matrix must be
c2 < 1/2. For the triplet of correlation values, when c2 = 1/4,
the first row is (1, 3/4, 1/2), and the resulting correlation
matrix is  1 3/4 1/2

1 3/4
1

 .
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To generate this matrix in R, we use

(T1 <- toeplitz(c(1,3/4, 1/2))) # generates
a Toeplitz matrix given the first row

##      [,1] [,2] [,3]
## [1,] 1.00 0.75 0.50
## [2,] 0.75 1.00 0.75
## [3,] 0.50 0.75 1.00

det(T1) # determinant of T1

## [1] 0.1875

What about the Toeplitz matrix for 4 × 4 confounder
correlation matrix for our LGCMM? The first row for
the Toeplitz for the confounder correlation matrix is
(1, 1− c2, 1− 2 × c2, 1− 3 × c2) where c2 < 1/3. We wrote
an R function to generate the first row and used Toeplitz function
in R to generate the Toeplitz confounder correlation matrix.

first_row <- function(x) {
if (x >= 1 / 3)

stop("Choose a value smaller than 1/4!")
return(c(1, 1 - x, 1 - 2 * x, 1 - 3 * x))

}
(T2 <- toeplitz(first_row(1/4.1)))

##           [,1]      [,2]     [,3]      [,4]
## [1,] 1.0000000 0.7560976 0.5121951 0.2682927
## [2,] 0.7560976 1.0000000 0.7560976 0.5121951
## [3,] 0.5121951 0.7560976 1.0000000 0.7560976
## [4,] 0.2682927 0.5121951 0.7560976 1.0000000

det(T2)

## [1] 0.07360849

So far, we have talked about generating the confounder
correlation matrix using Toeplitz matrix and a result from
Bogoya et al. (2012) that only generates positive confounder
correlations. What if we would like to have negative confounder
correlations as well? Bogoya et al. (2012) extended their results
to include the negative correlation by showing that a linearly
decreasing sequence of numbers can include negative values if the
sum of the values in the sequence remains positive, that is,

n∑
j = 1

c1 − (j− 1)c2 = nc1 − c2

n∑
j = 1

(j− 1)

= nc1 − c2
n(n− 1)

2
> 0.

Given the c1 = 1 for a Toeplitz correlation matrix, we have

n− c2
n(n− 1)

2
> 0

2− c2(n− 1) > 0

c2 <
2

(n− 1)

The above result indicates that, if we want to create a Toeplitz
correlation matrix with both positive and negative confounder
correlations, then we must choose a decrement that satisfies
the condition c2 < 2

(n−1) . However, if we want to generate
a correlation matrix with positive values, the decrement must
satisfy this condition c2 < 1

(n−1) . Note that the decrement
for the positive confounder correlation is smaller than one for
positive and negative confounder correlation. Now, we modify
our R function to indicate that one may choose a decrement that
would generate a Toeplitz matrix that includes both positive and
negative correlation matrix:

first_row <- function(x) {
if (x >= 2 / 3)

stop(
"Choose a value smaller than 1/2 for both

positive and negative correlation. Choose a a
value smaller than 1/4 for only positive
correlation."

)
return(c(1, 1 - x, 1 - 2 * x, 1 - 3 * x))

}
(T3 <- toeplitz(first_row(1/3.9)))

##           [,1]      [,2]      [,3]      [,4]
## [1,] 1.0000000 0.7435897 0.4871795 0.2307692
## [2,] 0.7435897 1.0000000 0.7435897 0.4871795
## [3,] 0.4871795 0.7435897 1.0000000 0.7435897
## [4,] 0.2307692 0.4871795 0.7435897 1.0000000

det(T3)

## [1] 0.08299326

Using this algorithm provides a great flexibility in choosing a
select number of confounder correlations to examine a relatively
wide range of the indirect effect values as well as to examine
model convergence. Thus, we recommend this algorithm be used
as an initial step to inspect the correlation confounders and
indirect effects values as well as the non-convergence of the
mediation model. While relative simplicity of this method and
the relationship between the confounder correlations dictated by
Toeplitz algorithm are advantages, the algorithm also limits the
range of confounder values because the confounder correlation
values follow the Toeplitz algorithm. Thus, we recommend
researchers use this initial step to investigate confounder
correlation values and their impacts on the sensitivity of the
indirect effects as well as on the model convergence.

Step 2: Nearest Positive-Definite Method
In the second step, we examine in more depth the range of
confounder correlation values that led to convergence of the
model using the relevant information from Step 1. Examining
the range of possible values would exhaust the memory
and computational resources. Even a more limited range of
confounder correlations could take hours on faster available PCs.
Given that we will generate thousands of correlation matrices,
using the confounder correlation values from the initial phase
will help us focus on the select ranges of the confounder
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correlations and, thus, be able to examine more thoroughly the
combination of confounder correlation values within the select
ranges gleaned from Step 1.

In this second step, we use the range of values that do not lead
to non-convergence of the model to generate many correlation
matrices to be used in sensitivity analysis. However, as mentioned
before, not all combinations of the correlation values would lead
to PD confounder correlation matrices. To solve this problem,
we use an algorithm suggested by Higham (2002) to transform
a non-PD correlation matrix into a “nearest” PD matrix. The
nearest PD matrix is achieved by repeatedly projecting the
original non-PD matrix onto the set of all symmetric positive
semidefinite matrices (termed cone) with unit diagonal entries.

The benefit of Higham’s (2002) algorithm is that we can choose
and control the range of values for each confounder correlation.
For example, we can choose a few values for ρXY , such as
small, medium, and large according to Cohen’s (1988) guideline,
while we choose a continuous range for other confounder
correlations, for example, 0 ≤ ρXM1 ≤ 0.5. A limitation of
this method is that the many combinations of the confounder
correlation values can lead to non-convergence of the model.
As a result, this method can be computationally expensive even
with the computational power of the modern computers. Further,
this method is a compromise between having more control
over the range of the confounder correlation values and the
convergence rate of the model. Next, we illustrate an application
of our proposed CAMSA to an empirical example and show
that CAMSA is generalizable to a nonrandomized LGCMM
with covariates.

EMPIRICAL EXAMPLE

To illustrate the application of CAMSA to a nonrandomized
longitudinal growth model, we used data from Combined
Pharmacotherapies and Behavioral Interventions for Alcohol
Dependence study (COMBINE; The COMBINE Study Research
Group, 2003), a randomized control trial that studied 16 weeks
of active treatment alcohol use disorder on 1,383 participants
recruited across 11 sites. The participants received nine
individual treatments or a combination of the following
treatments: sobriety and enhance medication adherence training
(Medical Management, MM), individualized psychotherapy
for outpatient alcohol dependence (combined behavioral
intervention, CBI), medications to reduce alcohol dependency
(e.g., acamprosate, naltrexone, or combination of the two), or a
placebo. Background information (covariates) prior to treatment
and assessment measures at the beginning (baseline).

In our example, we were interested in whether the negative
effect of pain on a participant’s drinking outcome would be
mediated through negative affect. The antecedent variable was
pain at 4 months (the end of the treatment). Pain was measured
by two items. One item, selected from the 26-item World Health
Quality of Life assessment (World Health Organization, 1997),
asks “To what extent do you feel that physical pain prevents
you from doing what you need to do?” The possible responses
range from 1 “not at all” to 5 an “extreme amount.” The second

question, selected from the 12-item Short Form Health Survey
(Ware et al., 1996), asks “During the past 4 weeks, how much
did pain interfere with your normal work including both work
outside the home and housework?” Again, the possible responses
range 1 “not at all” to 5 “extremely.” The outcome variable was
percent drinking days (PDD) at 16 months and was measured via
Form 90 (Miller, 1996).

The two mediators were the intercept and slope for repeated
measures of negative affect. Negative affect was measured by
the self-reported, 53-item Brief Symptom Inventory (BSI) that
measures distress (Derogatis and Melisaratos, 1983). An example
item asks, “How much were you distressed by nervousness or
shakiness inside?” with responses ranging from 0 “not at all” to
4 “extremely.” The BSI was measured at 4 months (the end of
treatment), 6.5, 13, and 17 months. For the LGCMM, the latent
intercept measured the mean negative affect at 4 months while
the latent slope measured the monthly rate of negative affect.

For this example, we also controlled for the following
covariates measured at or prior to the baseline: demographics
(i.e., gender, marital status, employment status, income, and
minority status), baseline alcohol dependence severity (Skinner
and Allen, 1982), number of alcohol dependence symptoms
(American Psychiatric Association, 1995), readiness to change
(DiClemente and Hughes, 1990), and alcohol abstinence self-
efficacy (DiClemente et al., 1994). Our proposed CAMSA results
are generalizable to LGCMM with the covariates. That is, the
analytical results for confounder correlation conversion formulas
and equivalency still hold. One notable adaptation when adding
covariates is that, because we control for the covariates for
antecedent variable as well as the mediators and outcome
variable, the antecedent variable is automatically endogenous.
Thus, we did not need to explicitly specify the antecedent variable
as an endogenous variable.

We fitted LGCMM using lavaan (Rosseel, 2012) and
conducted CAMSA in R (R Development Core Team, 2020),
an open source, freely available statistical software4. If the
no-omitted-confounder assumptions hold, the indirect effect
through the intercept was 0.096 (SE = 0.014), 95% CI [0.07, 0.125]
and the indirect effect through the slope was−0.013 (SE = 0.012),
95% CI [−0.039, 0.011]. Recall that the latent intercept was
the mean negative mood at 4 months and latent slope was
the monthly rate of negative affect. These results indicate that
pain increased the mean of negative mood at 4 months and
that, in turn, increased PDD at 16 months. However, pain
does not appear indirectly to change PDD through the negative
mood monthly change.

Given that the no-omitted confounder assumption is not
testable, we used our proposed method to conduct sensitivity
analysis. An important step was to find correlation confounder
values that were both feasible and practical. To do that, we
followed the steps of our proposed method. In Step 1, we
generated structured Toeplitz correlation matrices using the
algorithm by Bogoya et al. (2012). We then augmented the
model with confounder correlation values, ran the model, and

4The R script for our proposed CAMSA for the empirical example is provided in
the online Supplementary Material.
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computed the indirect effect estimates for each model. To save
space, we only show a few select combinations of confounder
correlations and the indirect effect through latent intercept and
slope in Tables 1, 2, respectively; more complete tables containing
the results can be found in the Supplementary Materials. We
found that not all combinations of confounder correlation values
would result in convergence. Confounder correlation values
equal or greater than the values ρXY ≥ − 0.032, ρXM1 ≥ 0.656,
ρXM2 ≥ 0.312, ρM1M2 ≥ 0.656, ρM1Y ≥ 0.312, ρM2Y ≥ 0.656
resulted in nonconvergence. Nonconvergence means that the
confounder correlation values caused model nonconvergence,
and, thus, these confounder correlations were inadmissible.
Although these values were proper confounder correlation values
from the standpoint of the confounder correlation matrix being
PD, the values were not compatible with the data and the model
implied correlation structure; thus, these values were discarded. If
we fix a correlation, or any parameter for that matter, that is not
supported by the data and the model, then the chance of model
nonconvergence increases (Anderson and Gerbing, 1988).

In Step 2, using the results from Step 1 as a guide, we explored
a wider range of confounder correlation values. We used the near
PD method, which allowed us to examine more combinations of
confounder correlations for the sensitivity analysis. In addition,
given that the range of confounder correlation values were
not guaranteed to be PD, we used the near PD algorithm to
convert a non-PD confounder correlation matrix into its nearest
PD matrix. Like Step 1, we then augmented the model with
confounder correlation values, ran the model, and computed the
two indirect effect estimates for each model. The five confounder
correlations took on five values, −0.3, −0.1, 0, 0.1, and 0.3, and
resulted in 15,625 combinations. Of 15,625 estimates for each
indirect effect, 15,000 (96%) resulted in nonconvergence.

Because of a relatively large number of estimates, we
recommend researchers be deliberate in examining indirect
effects for the corresponding range of confounder correlation
values. We started by examining the results for zero to small effect
(0 < ρ < 0.1) for the confounder correlations. For the indirect

TABLE 1 | A sample of sensitivity analysis results for indirect effect through
intercept for zero to small confounder correlation.

ρXY ρXM1 ρXM2 ρM1M2 ρM1Y ρM2Y Indirect effect LL UL

Non-significant indirect effects

−0.1 0.1 0 −0.1 0.1 0 0.012 −0.00005 0.02447

−0.1 0.1 0 −0.05 0.1 0 0.012 −0.00005 0.02447

−0.1 0.1 0 0 0.1 0 0.012 −0.00005 0.02447

−0.1 0.1 0 0.05 0.1 0 0.012 −0.00005 0.02447

−0.1 0.1 0 0.1 0.1 0 0.012 −0.00005 0.02447

Largest indirect effects

−0.1 −0.1 0 −0.1 −0.1 0 0.249 0.203 0.295

−0.1 −0.1 0 −0.05 −0.1 0 0.249 0.203 0.295

−0.1 −0.1 0 0 −0.1 0 0.249 0.203 0.295

−0.1 −0.1 0 0.05 −0.1 0 0.249 0.203 0.295

−0.1 −0.1 0 0.1 −0.1 0 0.249 0.203 0.295

These results are from Step 1, where the structured Toeplitz correlations, ρs,
were generated using the algorithm by Bogoya et al. (2012). LL, lower limit;
UL, upper limit.

effect through the intercept, examining the range of values for
small to zero showed support for the indirect effect to be robust in
that indirect effect remained positive; further, the CI limits were
all positive except for a few cases shown in Table 1. Maximum
indirect effects when the confounder correlations were in the
zero to small effect range are also shown in Table 1. For the
medium to large confounder correlations, however, none of the
models converged. Nonconvergence results should be interpreted
in the context of the select values for the confounder correlations;
we could not conclude that all the medium to large confounder
correlations would result in nonconvergence.

For the indirect effect through slope when the confounder
correlations were zero to small effect range, the sign of the
magnitude and inference about the indirect effect CI limits
remained unchanged. Table 2 shows five combinations of the
confounder correlations that resulted in the smallest and the
largest indirect effects. The indirect effect estimates remained
negative, ranging from −0.0167 to −0.0086. The lower limit of
the CIs ranged from −0.0487 to −0.0255 while the upper limit
ranged from 0.0153 to 0.0082. Because the indirect effect CI
contained zero, the indirect effect did not appear to be different
from zero when the confounder correlations ranged from zero
to small. Finally, we conducted sensitivity analysis when the
confounder correlations ranged from medium to large with the
values ranging from 0.3 to 0.5 and from −0.5 to −0.3. All the
combinations resulted in nonconvergence.

One important feature of our proposed CAMSA is that we
can ascertain sensitivity of the model fit to the confounder
correlations by examining convergence of the model fit to the
data. The nonconvergence results indicate that the correlated
augmented model, which consists of the constraints imposed by
the confounder correlations along with the implied covariance
matrix and mean structure posited by the model, was not
supported by the sample data (Anderson and Gerbing, 1988).
The estimation algorithm was not able to find the sample
estimates that would maximize the likelihood of data given the
correlated augmented model. We concluded that the fit of the

TABLE 2 | A sample of sensitivity results for largest and smallest indirect effect
through slope for zero to small confounder correlations.

ρXY ρXM1 ρXM2 ρM1M2 ρM1Y ρM2Y Indirect effect LL UL

Smallest indirect effect

0.1 0.1 0 −0.1 −0.1 0 −0.0167 −0.0487 0.0153

0.1 0.1 0 −0.05 −0.1 0 −0.0167 −0.0487 0.0153

0.1 0.1 0 0 −0.1 0 −0.0167 −0.0487 0.0153

0.1 0.1 0 0.05 −0.1 0 −0.0167 −0.0487 0.0153

0.1 0.1 0 0.1 −0.1 0 −0.0167 −0.0487 0.0153

Largest indirect effect

−0.1 0.1 0 −0.1 0.1 0 −0.0086 −0.0255 0.0082

−0.1 0.1 0 −0.05 0.1 0 −0.0086 −0.0255 0.0082

−0.1 0.1 0 0 0.1 0 −0.0086 −0.0255 0.0082

−0.1 0.1 0 0.05 0.1 0 −0.0086 −0.0255 0.0082

−0.1 0.1 0 0.1 0.1 0 −0.0086 −0.0255 0.0082

These results are from Step 1, where the structured Toeplitz correlations, ρs,
were generated using the algorithm by Bogoya et al. (2012). LL, lower limit;
UL, upper limit.
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posited model itself was sensitive to select medium to large
values of confounder correlations because the fit of the model
was not supported by the sample data. One interpretation of
model convergence sensitivity is that the effect of the confounder
correlations would severely degrade the fit of the posited model
to the sample data to a degree that the model would not be
able to be estimated from the sample data. The fit of the posited
model appeared to be sensitive to the confounders with medium
to large influence on the model. Thus, we could argue that the
posited model as a whole (global fit) and the indirect effects
(local fit) as a part of the posited model do not appear to be
robust to the confounder correlations ranging from medium to
large effects.

In summary, it appears that when the confounder correlations
were in the zero to small range, the overall model convergence
and the two indirect effects through intercept and slope were
less sensitive. For many of the combinations of the confounder
correlations, the indirect effect results for the correlated
augmented model remained the same as the ones for the posited
model when the no omitted confounder was assumed. However,
for the combinations of confounder correlations in medium
to large range, the model showed high sensitivity that resulted
in an overall lack of model convergence. As a result, we were
not able to estimate the indirect effects for medium to large
confounder correlations.

CONCLUSION

A critical, yet untestable assumption in mediation analysis is
the no omitted confounder assumption. This assumption states
that an omitted confounder should not influence any pair of
variables in a mediation model. Even when the antecedent
variable (X) is randomized, one cannot rule out the effect
of a confounder on the relationship between the mediator
and outcome variable because the values of mediator (M)
are not randomized. A more complicated situation is when
the antecedent variable is not randomized and when we have
two covarying mediators. For this model, a confounder could
affect any pair of variables including the antecedent variable.
Because the no omitted confounder assumption is untestable,
researchers recommend conducting sensitivity analysis that
ascertain the impact of potential confounders on the estimates
and the possible inference about indirect effects (VanderWeele
and Arah, 2011; Tofighi et al., 2013, 2019; Tofighi and Kelley,
2016; Valente et al., 2017). In this manuscript, we extend
sensitivity analysis to a nonrandomized latent growth curve
mediation model (LGCMM) with two covarying mediators
in SEM framework. Conducting sensitivity analysis for the
nonrandomized LGCMM has not been done before because
certain challenges have interfered. First, nonrandomization
means a confounder can impact the antecedent as well as
the mediators and the outcome variable. A confounder may
impact not only the relationships between the mediators and
the outcome variable (as in a randomized mediation model)
but also may affect additional relationships of the antecedent
to each mediator variable and to the outcome variable. Second,

a longitudinal model requires a more sophisticated statistical
technique such as LGCMM that can address dependency in
repeated measures while modeling mediation through two latent
variables: latent intercept and slope. In LGCMM, when the
is no covariate or the covariates do not affect the antecedent
variable, the antecedent variable is exogenous. The issue
remains on how to model and estimate biasing impact of a
confounder on the exogenous antecedent variable in LGCMM.
Further, the existence of two covarying mediators requires that
the indirect effect through each mediator be simultaneously
estimated. Conducting sensitivity analysis for each mediator
separately while ignoring the other covarying mediators, as
is done in a single-mediator model, is likely to result in
bias because the two mediators are covarying (VanderWeele,
2015). Thus, techniques developed for a single-mediator model
cannot be directly used to conduct sensitivity analysis in a two
covarying mediator model. Lastly, given a variety of patterns
of confounding bias, summarizing the impact of confounding
bias succinctly enables researchers to assess sensitivity of
the parameter estimate as well as statistical inference to the
confounding bias.

We extended the sensitivity analysis technique termed
CAMSA to a nonrandomized LGCMM. A major contribution
of our method is the extension of sensitivity analysis to
a nonrandomized antecedent variable. This expansion is
significant because nonrandomized studies are common and
pose additional challenges such as having to address more
confounder relationships between the variables because of not
having a randomized antecedent variable. Another contribution
of our model is that we analytically showed that CAMSA is
statistically equivalent to a model with an augmented latent
confounder. The analytic work is important because we show
how confounder correlations in CAMSA are directly a function
of confounder effects in the equivalent latent augmented
model. Without explicitly showing these relationships, what
confounder correlation is modeling in CAMSA is unclear.
Another advantage of our proposed method is that it is performed
in SEM framework. The SEM framework allows researchers
to, first, simultaneously estimate indirect effects through
covarying mediators. Estimating indirect effects independently
using separate regression equations would result in biased
estimates of indirect effects. Second, researchers could check
the effect of confounder correlations on model (global) fit and
convergence of correlated augmented model in addition to
modeling confounder effects on (local fit of) indirect effects.
Examining convergence of the mediation model is a strength
of using SEM to conduct mediation analysis and CAMSA
because of the simultaneous estimation of multiple regression
equations allows researchers to examine the convergence
and the fit of mediation models to the sample data. If
a specific range of confounder correlations could result in
nonconvergence, then checking confounder effect on indirect
effect would not be feasible. Third, as shown in the empirical
example, existing SEM software can be used to conduct our
proposed CAMSA. We provided code in R that would facilitate
researchers in conducting the proposed CAMSA in their
own research.
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We recommend that researchers conduct sensitivity analysis
and report the results to assess the robustness of mediation
analysis to untestable assumption of no omitted confounders.
Because the researchers in social science often use SEM to
conduct a mediation analysis, our proposed method along
with provided code for CAMSA in SEM context should be an
attractive tool that would help researchers enhance robustness
of their findings. In addition, we recommend researchers
report, in a meaningful way, the range of values for which
the results for indirect effects change; that is, investigators
should describe when the inference about indirect effect changes.
Finally, given the strength of SEM in assessing model fit
and convergence of a model, we recommend researchers
report ranges of confounder correlations that would result in
nonconvergence. We further encourage researchers to explore
the reasons for nonconvergence. One reason for nonconvergence
is that the correlated augmented model is either inaccurately
specified or too constrained to be supported by the sample
data. That is, the specific range of confounder correlations
render a model not supported by the data. For example,
if zero to small range of confounder correlation would
cause a large percentage of the nonconvergence, then one
might conclude that the posited mediation model is itself
sensitive and not robust to small changes. That conclusion
would call into question the correct specification of the
posited model and could motivate researchers to examine
and modify the model carefully. If the model convergence
is sensitive to medium and large range of confounder
correlations, then researchers could reexamine specification of
the posited mediation model. If the convergence rate would
not improve, then the researchers could conclude that the
model is robust to small range of confounder correlation
but not to the medium and large values. The implication
of each conclusion should be interpreted in the context of
substantive research.

Limitations of the current research are that X, M, and Y
are all continuous variables and that we, therefore, assume all
the relationships are linear. Future research should extend these
methods to a mediation model with one or more categorical
outcome. Categorical outcome would require using generalized
linear mixed model, and, thus, definition of indirect effects in

the potential outcome framework should be used (VanderWeele,
2015). A further limitation of the current study is that we assumed
that all variables in the model are measured without errors. While
the latent intercept and slope can model measurement error, we
did not use latent variables for X and Y. Future research should
investigate the joint effects of confounder bias and measurement
error (Fritz et al., 2016).

In sum, it is critical to conduct sensitivity analysis
to ascertain robustness of the mediation analysis and
carefully explain mediation analysis results in the context
of correlation confounders and substantive research. Our
proposed sensitivity analysis provides a tool for researchers to
conduct sensitivity analysis for a nonrandomized LGCMM using
available SEM software.
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Background: An association between gaming disorder (GD) and the symptoms of
common mental disorders is unraveled yet. In this preregistered study, we quantitatively
synthesized reliability, convergent and discriminant validity of GD scales to examine
association between GD and other constructs.

Methods: Five representative GD instruments (GAS-7, AICA, IGDT-10, Lemmens IGD-
9, and IGDS9-SF) were chosen based on recommendations by the previous systematic
review study to conduct correlation meta-analyses and reliability generalization.
A systematic literature search was conducted through Pubmed, Proquest, Embase,
and Google Scholar to identify studies that reported information on either reliability
or correlation with related variables. 2,124 studies were full-text assessed as of
October 2020, and 184 were quantitatively synthesized. Conventional Hedges two-level
meta-analytic method was utilized.

Results: The result of reliability generalization reported a mean coefficient alpha of 0.86
(95% CI = 0.85–0.87) and a mean test-retest estimate of 0.86 (95% CI = 0.81–0.89).
Estimated effect sizes of correlation between GD and the variables were as follows: 0.33
with depression (k = 45; number of effect sizes), 0.29 with anxiety (k = 37), 0.30 with
aggression (k = 19), –0.22 with quality of life (k = 18), 0.29 with loneliness (k = 18),
0.56 with internet addiction (k = 20), and 0.40 with game playtime (k = 53), respectively.
The result of moderator analyses, funnel and forest plots, and publication bias analyses
were also presented.

Discussion and Conclusion: All five GD instruments have good internal consistency
and test-retest reliability. Relatively few studies reported the test-retest reliability. The
result of correlation meta-analysis revealed that GD scores were only moderately
associated with game playtime. Common psychological problems such as depression
and anxiety were found to have a slightly smaller association with GD than the
gaming behavior. GD scores were strongly correlated with internet addiction. Further
studies should adopt a rigorous methodological procedure to unravel the bidirectional
relationship between GD and other psychopathologies.
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Limitations: The current study did not include gray literature. The representativeness
of the five tools included in the current study could be questioned. High heterogeneity
is another limitation of the study.

Systematic Review Registration: [https://www.crd.york.ac.uk/PROSPERO/],
identifier [CRD42020219781].

Keywords: gaming disorder (GD), meta-analysis, convergent validity, discriminant validity, reliability
generalization meta-analysis, validity generalization, association

INTRODUCTION

Since games are one of the most popular leisure activities
worldwide, they are now available almost everywhere via
computers, mobile phones, and tablets. Generally, gamers
enjoy gaming as a leisure activity, and the games seem to
affect them positively (Jones et al., 2014). Increasing concerns,
however, have been raised about excessive gaming behaviors.
American Psychiatric Association (2013) has already introduced
the provisional diagnostic criteria for internet gaming disorder
in Diagnostic and Statistical Manual of Mental Disorders, Fifth
Edition (DSM-5). The World Health Organization (WHO)
recently adopted gaming disorder (GD) as a diagnosis in the
eleventh edition of the International Classification of Diseases
(World Health Organization [WHO], 2018). Despite the few
discrepancies in the diagnostic criteria for GD in ICD-11 and
DSM-5, the common symptoms of GD include continuation of
gaming and impaired control over gaming behavior, which result
in functional impairments (Jo et al., 2019).

The official listing of GD diagnosis is debatable (Aarseth
et al., 2017; Griffiths et al., 2017; Király and Demetrovics, 2017;
Kuss et al., 2017; Van Den Brink, 2017; Rumpf et al., 2018;
Van Rooij et al., 2018). Several high-quality studies including
epidemiological studies (Lemmens et al., 2015; Pontes et al., 2016;
Wittek et al., 2016; Han et al., 2018), clinical outcome studies
(see King et al., 2017), neuroimaging studies (Fauth-Bühler and
Mann, 2017; Han et al., 2017; Liu et al., 2018), and experimental
studies (Sariyska et al., 2017; Kräplin et al., 2021) have been
published in the recent years, showing improvements with regard
to the quality of studies and methodological issues raised by
researchers (Petry and O’Brien, 2013; Van Rooij et al., 2018).
Most studies, nonetheless, have relied on self-report assessment
tools rather than relying on structured clinical interviews, which
is partially due to the inconsistency in definition and the different
diagnostic criteria (Jeong et al., 2018). Whether the assessment
tools are reliable and whether they could validly measure GD are
important questions that should be answered.

Another unresolved but important issue is the association
between GD and the symptoms of common mental disorders
(see Billieux et al., 2017; Van Rooij et al., 2018). Pontes and
Griffiths (2019) commented the importance of key risk factors
related to comorbidities. Literature has reported mixed results
in the association between gaming disorder and psychiatric
disorders. Associations between gaming disorder and the
common symptoms of mental disorders were found to be
considerably weaker than between symptoms of other disorders

at least in young age group (Wichstrøm et al., 2018). In contrast,
some studies have reported that the underlying mental illness
can be a strong predictor of problematic gaming (Kardefelt-
Winther, 2014; Billieux et al., 2015), perhaps even a cause (Van
Rooij et al., 2018). Authors also have different interpretations
for the association. Some authors consider strong association
between GD and mental disorders a natural result because
clinicians seldomly assess GD without considering comorbidities
(Wichstrøm et al., 2019). On the other hand, strong association is
also a basis for supporting the idea that GD may be a consequence
of other mental disorders (Van Rooij et al., 2018).

In the current study, we focused on construct validity among
several aspects of validity since convergent and discriminant
validity provide information on the association between GD
and other constructs. Reliability and construct validity provide
information on what GD assessment tools consistently measure.
Poor construct validity of the measure limits the ability of the
tools to achieve its intended purpose of measurement because
it remains unclear whether the GD instruments represent the
construct of the GD or other psychopathological features. If
GD instruments have enough construct validity, the association
between GD and gaming behavior would be expected to have
stronger association compared to the associations between GD
and other psychopathological variables.

To our knowledge, no study has systematically examined
association between GD scales and symptoms of common
psychiatric comorbidities and compared it to the association
between GD and gaming behavior. The recent studies on
psychological science adopted the reliability generalization and
the correlation meta-analytic technique to perform a meta-
analysis of a sample of studies with the purpose of estimating
the population reliability and population correlation value of
the respective studies (Rodriguez and Maeda, 2006; López-
Pina et al., 2015; Miller et al., 2018). In the current study, we
quantitatively synthesized the bivariate Pearson’s correlation
coefficients between GD assessment tools and common
psychological problem (e.g., depression, anxiety, aggression)
scales, which refers to the statistic of construct validity, to
examine the association between GD and psychological variables.
We also conducted reliability generalization to examine the
consistency of the scales.

Recently, King et al. (2020) reviewed 32 GD assessment
tools in their qualitative review paper, recommending five GD
instruments with relatively great evidential support. The five tools
are 7-item Game Addiction Scale (GAS-7; Lemmens et al., 2009),
9-item Internet Gaming Disorder Scale-Short Form (IGDS9-SF;
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Pontes and Griffiths, 2015), 10-item Internet Gaming Disorder
Test (IGDT-10; Király et al., 2017), Assessment of Internet and
Computer Addiction Scale-Gaming (AICA; Müller et al., 2014),
and Lemmens Internet Gaming Disorder Scale-9 (Lemmens
IGD-9; Lemmens et al., 2015). Among excluded instruments,
Young Internet Addiction scale (Young, 1998) is the most
frequently utilized scale, and Young Diagnostic Questionnaire
(Young, 1998) is the most cited instrument (King et al., 2020).
However, they are relatively old scales and are more related to
internet addiction rather than GD. In general, YIAT, GAS-7,
and IGDS9-SF are frequently used in the field, and IGDT-10
is an instrument that is evenly used in both the West and the
East (King et al., 2020). King et al. (2020) recommended the
five tools in consideration of the following factors: DSM -5 and
ICD-11 coverage, existence of longitudinal studies, adaptation
of structured interview, validation of reliability and cut-off
score, dimensionality, criterion validity, test refinement and
impairment. Divergent validity, however, was not examined by
King et al. (2020). Given the importance of the association
between GD and other mental disorders, synthesizing and
comparing the magnitude of convergent and discriminant
validity can significantly contribute to the understanding of GD.

The GD studies often operationalized the convergent validity
as there is a bivariate association between a gaming behavior
(i.e., hours per week spent gaming) and a score on a GD tool
(King et al., 2020). The given association between a score on a
GD tool and a gaming behavior represents convergent validity.
The associations between the GD tools and other variables can
be operationalized as discriminant validity. In a recent article
of theirs, Rönkkö and Cho (2020) provided a general definition
of discriminant validity. A discriminant validity means that
the two measures intended to measure distinct constructs have
discriminant validity if the absolute value of the correlation
between the measures after correcting for measurement error
is low enough for the measures to be regarded as measuring
distinct constructs (Rönkkö and Cho, 2020). If the associations
between GD and other psychological variables are too strong, the
GD tools may reveal the weaknesses in discriminant validity and
present the diagnostic needs from the other psychiatric disorders.
If the associations are too small, it might not properly reflect
the pain and burden of problematic gaming. By quantitatively
synthesizing the correlation coefficients to estimate convergent
and discriminant validity coefficient, we can quantify and
compare the magnitude of each association between GD and
other variables.

This study’s objectives are to (1) synthesize the reliability
coefficients; (2) examine the convergent and discriminant validity
of the GD tools, further investigating the overall association
between the GD tools and other psychological/behavioral
variables; and (3) investigate how the study characteristics and
potential moderator variables affect the reliability and validity
estimates, wherein the potential influencing variables include
the specific GD instrument used in the study, the type of the
sample, study location, and gender ratio of the study participants.
Demographic variables such as age, gender, and study location
are variables often examined for measurement invariance in
this field (see King et al., 2020), and significant moderators of

the prevalence rate of GD (see Andreetta et al., 2020; Stevens
et al., 2021). Since five scales which cover different domain of
diagnostic criteria were included, we did not perform quantitative
synthesis on factor structure in order to prevent confusion. Since
there is no gold standard for GD diagnosis, and only few studies
adopted rigorous clinical interview, we were unable to conduct a
meta-analysis for predictive validity of GD assessment tools.

METHODS

Search Strategy
The current study was conducted based on the PRISMA
statement (Moher et al., 2009; Page et al., 2021) and
recommendations received for the correlational meta-analyses
(Quintana, 2015). PRISMA checklist (Page et al., 2021) is
included in Supplementary Material 1. The protocol for
the current study has been preregistered on PROSPERO
(CRD42020219781). While full electronic search strategy for
databases using search terms is a standard procedure for the
systematic review, the search strategy in the current study was
modified because too many irrelevant and unqualified studies
were searched with broad search terms, whereas too many
missing studies were searched when narrowing the scope. The
first database search for all the published studies with GD
assessment tools was executed in PubMed, Proquest, and Embase
on August 18, 2020, resulting in 1,343 potentially eligible articles.
However, we found too many relevant studies were missing.
Great heterogeneity in articles of diagnostic criteria (e.g., DSM-5
and ICD-11 from WHO), type of gaming (e.g., mobile, computer,
video-only, online, smartphone gaming), name of the disorder
and key-terms (e.g., game addiction, internet gaming, online
gaming, video gaming, problematic, overuse, excessive) were
factors that made standard search procedure ineffective.

Therefore, we modified our search strategy by selecting a
few GD scales to be included in advance. Since King et al.
(2020) nicely reviewed 32 GD assessment tools in qualitative
way, the five recommended tools with great evidential support
were chosen to extract and synthesize the correlation data. The
second database search included all the empirical studies that had
employed at least one of the 5 GD assessment tools. The search
was carried out via two different procedures: (1) A computer-
based search of Pubmed, Proquest, and Embase using broad
keywords to ensure that all studies adopted one of the five scales
are included (e.g., IGDS AND (SF OR short OR 9) not to omit any
empirical studies that adopted IGDS9-SF), and (2) a procedural
collection of the all Google Scholar citation records for the five
tools (as of October 2020). The duplicates of the identified articles
were first eliminated by using the Endnote software1 version 20
followed by double-checking from the authors. Search strategy of
the current study is provided in the Supplementary Material 2.

Inclusion and Exclusion Criteria
Articles were included if they (a) were peer-reviewed journal
articles, (b) used one of the five tools recommended by the

1http://endnote.com
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current systematic review paper, (c) reported the reliability
coefficient or bivariate correlation coefficient via the scales of
depression, anxiety, aggression, loneliness, quality of life, internet
addiction and game playtime, and (d) written in English. Articles
were excluded if they (a) did not include relevant information
for GD, (b) non-empirical studies such as meta-analyses and
systematic review papers, or (c) did not include the reliability
or validity coefficient. Due to difficulties in searching, data
extracting, and assessing the study quality, we decided to include
the articles which were published with the peer-reviewed process.

Coding Procedure
All the preselected variables were coded. The coded variables
included demographic information of the study, name of
the utilized assessment tool, psychometric information, and
bivariate Pearson’s correlation coefficient. The potentially eligible
articles were systematically coded by three co-authors, namely,
SY, YY, and ER. For the longitudinal studies that reported
repetitive information using the same sample, we coded the
information reported during the first wave. This is because
it often contains a larger sample that that during the
second or third wave. For multisite cross-sectional studies
that included more than one effect size, information for
the rest of effect sizes were coded separately. For studies
that used various scales to measure only one psychological
variable, the effect sizes were integrated into one effect size by
calculating the average.

The candidate studies for data synthesis were evenly split
between three raters SY, YY, and ER, and then cross-checked
by the corresponding author independently. Overall, the level
of agreement on the coding was 92.7%, and all the coded
information was reached an agreement. A copy of the coding
sheet is available in the Supplementary Material 3.

Selection Process
After the elimination of duplicates using Endnote software, 605
articles were identified via the database keyword search and
1,519 articles were identified via the Google Scholar citation
records. Total of 2,124 studies were full-text screened to
identify the potentially eligible studies based on the inclusion
and exclusion criteria. We found and removed duplicates
within and between each database. There were 135 overlapping
studies within the Google scholar citation records, and 37
overlapping studies between electronic database search records
and Google scholar citation records. As a result, 249 potentially
eligible studies were identified. E-mails requesting additional
data were sent to the corresponding authors of 49 studies.
As of February 2021, 17 authors (34.7%) had responded to
the request, and the information provided was finally included
in the quantitative synthesis. As a result, 184 of the 249
studies were quantitatively synthesized and 65 were excluded.
Among 65 excluded studies, 33 did not include any information
on the variables of our interest. The rest 32 studies were
excluded due to no reply to the inquiry. Figure 1 presents a
flowchart of the database search, screening, and data coding
process. The list of the included studies is provided in
Supplementary Material 4.

Meta-Analytic Method and Statistical
Analysis for Reliability Generalization
Reliability generalization is a powerful tool to characterize the
mean measurement error variance across studies, and also the
variabilities in score quality and the study features (Vacha-Haase,
1998). We utilized this technique to estimate the overall level
of reliability of the included studies and to find differences
in the level of reliability among the five instruments. Separate
meta-analyses were conducted for reliability generalization and
validity generalization. The current study utilized a meta-analytic
technique to quantitatively synthesize the findings of various
studies and examine the overall reliability of the GD assessment
tools that are frequently used. Cronbach’s alpha coefficients
(Cronbach, 1951) were frequently reported, allowing us to
synthesize the findings. Information on test-retest reliability,
however, was less frequently reported. To conduct reliability
generalization of the internal consistency, we extracted the
Cronbach’s alpha coefficient for just the total score of the five
GD assessment tools drawn from eligible studies. Cronbach’s
alpha coefficient offers information on the internal consistency
of the test scale (Tavakol and Dennick, 2011). With regard to
the calculation of the mean coefficient alpha, Bonett’s (2002)
transformation was applied to normalize the distribution and
stabilize their variance: Li = Ln (1–αi), where Ln is the natural
logarithm. After synthesizing reliability with transformed values,
we converted the Bonett-transformed metric back to the original
metric of Cronbach’s alpha coefficient to facilitate interpretation.
The test-retest reliability coefficients reported from the included
studies were descriptively presented in the result. We adopted
the same correlation meta-analysis technique for the quantitative
synthesis of test-retest reliability coefficients since test-retest
reliability is often measured with a correlation coefficient.

Meta-Analytic Method and Statistical
Analysis for Validity Generalization
We coded all bivariate correlation coefficients between GD and
psychological variables if the number of effect sizes is sufficient
enough to conduct quantitative synthesis (j > 10). We considered
the correlation between a GD scale score and the game playtime
as a convergent validity variable. Depression, anxiety, impulsivity,
loneliness, aggression, gambling addiction, internet addiction,
alcohol addiction, and quality of life (QOL) were considered
potential discriminant validity variables. Among ten variables,
gambling addiction (j = 5, number of effect sizes), alcohol
addiction (j = 2), and impulsivity (j = 6) were excluded due to
the insufficient number of effect sizes for quantitative synthesis.
As a result, we performed quantitative synthesis of correlation
between GD and seven psychological variables: depression,
anxiety, quality of life (QOL), aggression, loneliness, internet
addiction, and game playtime.

To estimate the overall mean effect size and correlation
coefficient, the current literature has dominantly adopted two
approaches (Field and Gillett, 2010; Brannick et al., 2019).
These two approaches were proposed by Schmidt and Hunter
(1998) and Hedges (Hedges, 1992; Hunter and Schmidt, 2004;
Borenstein et al., 2011). However, determining which approach
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FIGURE 1 | Flow chart of the search process in accordance with PRISMA guidelines.

is more appropriate for the correlation coefficient’s meta-analysis
has been controversial (Field, 2005; Field and Gillett, 2010). In
addition to the two commonly adopted techniques, Brannick
et al. (2019) also introduced a novel estimator, providing better
coverage and slightly better credibility values than the commonly
used approaches. These meta-analytic methods are based on the
random-effects model. A random-effects model allows the true
effect to differ in each study, whereas a fixed effect model assumes
all the studies share a common effect size (Borenstein et al., 2010).
As the studies included in this meta-analysis were conducted in
different regions and have differ samples, a random effects model
was used to derive the effect size and confidence level.

For correcting measurement unreliability, Hunter-Schimidt
estimator (Hunter and Schmidt, 2004). Morris estimator
(Brannick et al., 2019) apply the individual correction technique
to estimate the mean effect size. Hedges method (Borenstein
et al., 2011), however, does not adopt the individual correction
technique to estimate the effect size. As the current study
also aims to conduct reliability generalization to examine the
reliability of the GD assessment tools, we utilized the Hedges
method. The current study adopted a conventional two-level
meta-analytic method instead of a three-level model or robust
variance estimation technique to estimate the pooled effect size of
the correlation. Although a three-level model and robust variance
estimation technique have several advantages over a conventional
two-level meta-analytic model (Hedges et al., 2010; Assink and

Wibbelink, 2016; Harrer et al., 2021), scarce information on the
variance of effect size within individual studies made it difficult
to apply a three-level model or robust variance estimation
method. We therefore conducted the conventional two-level
meta-analysis in the current study.

Heterogeneity and Moderator Analyses
As the current study synthesized the findings of studies that used
five different assessment tools, a high heterogeneity was expected.
To examine the heterogeneity of the quantitative synthesis, the
current study reported Tau (T), Tau-squared (T2), and I2 as
the measures of heterogeneity between the studies. Tau and
Tau-squared are reported in the same metric as the effect size,
providing information about the dispersion of true effects on the
absolute scale (Borenstein et al., 2017). A guide to interpret the I2

statistic (Borenstein et al., 2017) is as follows: small heterogeneity
(I2 25%), moderate heterogeneity (I2 50%), and considerable
heterogeneity (I 2 = 75%).

Categorical moderator analyses were conducted to identify the
potential impacts of reliability and validity generalizations. One
study characteristic moderator, (a) the specific GD instrument
used in the study (categorized into “IGDS9-SF,” “GAS-7,”
“Lemmens IGD-9,” “AICA,” and “IGDT-10”), was considered
the potential impact for reliability generalization. Three study
characteristics were considered as the potential categorical
moderators for validity generalization, namely, (a) the specific
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GD instrument used in the study, (b) the type of the sample
(categorized into “adolescents,” “adults,” and “both”), and (c)
the study location (categorized into six continents). Categorical
moderator analyses were conducted when each of the subgroups
had at least 4 studies. Fu et al. (2011) suggested that each
subgroup should have at least four studies for a categorical
moderator analysis. Some subgroups with an insufficient number
of studies (less than four studies) were excluded from the
moderator analysis. To investigate whether the continuous
moderator (d) gender ratio affects effect sizes, we performed a
meta-regression with the ratio of male participants.

Statistical Software
The statistical analysis was conducted in R software (version
4.0.3) using metafor (Viechtbauer, 2010), meta (Schwarzer, 2007),
and dmetar packages (Harrer et al., 2019). The packages provide
various functions to facilitate study synthesis. These include
moderator analysis, meta-regression analysis, Egger’s regression
test (Egger et al., 1997), sensitivity meta-analysis for publication
bias, and various types of meta-analytical plotting.

Publication Bias
Rothstein et al. (2005) suggested that publication bias, also
known as file-drawer problem, could occur since studies without
statistically significant results are less likely to be published. The
current study examined the risk of publication bias by drawing a
funnel plot and conducting Egger’s test (Egger et al., 1997). Egger’s
regression test quantifies the funnel plot asymmetry and performs
a statistical test. If the p-value of Egger’s test is significant,
the significant asymmetry in the Funnel plot caused by the
publication bias or “small study effects” is indicated (Sterne et al.,
2001). Cumulative meta-analysis and sensitivity analysis were
additionally conducted when Egger’s test indicated the presence
of publication bias.

RESULTS

Description of Included Studies
The current study included 184 articles that reported the results
from 205 independent samples with 285,752 participants. The
estimated mean age of the study samples based on the studies’
reported statistic was 22.12, and 60.7% of the participants
were male. Of the studies included up to December 2020,
159 studies (86.4%) have been published since 2016 and 102
studies (55.4%) since 2019. While 94 studies were conducted
in Europe, 61 studies were conducted in Asia. Regarding
the targeted age group, 63 studies targeted adult samples,
56 studies targeted adolescent samples, and the remaining
65 included both adult and adolescent samples. Of the 184
studies, 49 conducted factor analysis and reported related
statistics. While most of the studies (k = 42) conducted
confirmatory factor analysis, two studies conducted exploratory
factor analysis and five studies conducted both. IGDS9-SF
was found to be the most frequently utilized tool (k = 81,
44.0%). Key characteristics of the included studies are reported
in Table 1.

TABLE 1 | Key characteristics of the included studies for quantitative synthesis.

Sample size n (%)

Total 285,752 (100%)

Male 173,570 (60.7%)

Female 112,086 (39.2%)

Unknown 97 (0.0%)

Characteristics of studies j (%)

Total 184 (100%)

Sample target

Adults 63 (34.2%)

Adolescents 56 (30.4%)

Both 65 (35.3%)

Location

Europe 94 (51.1%)

Asia 61 (33.2%)

North America 10 (5.4%)

South America 1 (0.5%)

Australia/New Zealand 9 (4.9%)

Africa 1 (0.5%)

Global 8 (4.3%)

GD tools

IGDS9-SF 81 (44.0%)

GAS-7 58 (31.5%)

Lemmens IGD-9 18 (9.8%)

IGDT-10 17 (9.2%)

AICA 10 (5.4%)

n, number of samples; j, number of studies.

Reliability Generalization
Result of Reliability Generalization
Cronbach’s alpha coefficient of 193 effect sizes (from 172 studies)
were quantitatively synthesized for the respective reliability
generalization. The number of studies reporting the Cronbach’s
alpha coefficients of GD assessment tools were as follows:
90 effect sizes from the 76 studies for IGDS9-SF, 58 effect
sizes from the 53 studies for GAS-7, 20 effect sizes from the
18 studies for Lemmens IGD-9, 16 effect sizes from the 16
studies for IGDT-10 and, 9 effect sizes from the 9 studies for
AICA. All the five assessment tools demonstrated an appropriate
level of reliability. The estimated average reliability coefficient
obtained from Bonett’s transformation was 1.97 (95% CI = 1.90–
2.04). Then, to facilitate the interpretation, Bonett’s transformed
reliability coefficient was transformed back into Cronbach’s alpha
coefficient. The result of RG reported a mean coefficient alpha of
0.86 (95% CI = 0.85–0.87). The result of RG for each of the five
GD Assessment Tools is summarized in Table 2. The forest plot
of RG is included in the (Supplementary Figure 1).

A total of 8 studies reported test-retest reliability ranging from
0.78 to 0.94. The number of studies reporting the test-retest
reliability of the GD assessment tools are as follows: 4 studies for
IGDS9-SF (0.78–0.94), 3 studies for GAS-7 (0.80–0.83), 1 study
for Lemmens IGD-9 (0.83), and none for IGDT-10 and AICA.
The estimated pooled coefficient of test-rest reliability was 0.86
(95% CI = 0.81–0.89).
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TABLE 2 | Result of reliability statistics for the five GD assessment tools.

95% CI 80% CR Heterogeneity

GD tools j k n αtrf α LL, UL LL, UL τ τ2 I2(%)

Total 172 193 263,979 1.97 0.86 [0.85, 0.87] [0.64, 0.95] 0.48 0.23 99.3

IGDS9-SF 76 90 65,324 2.20 0.89 [0.88, 0.90] [0.73, 0.95] 0.45 0.20 98.5

GAS-7 53 58 91,132 1.82 0.84 [0.82, 0.85] [0.65, 0.92] 0.39 0.15 98.9

Lemmens IGD-9 18 20 16,962 1.64 0.81 [0.76, 0.84] [0.51, 0.92] 0.46 0.21 98.7

IGDT-10 16 16 54,695 1.70 0.82 [0.77, 0.85] [0.55, 0.93] 0.45 0.20 99.7

AICA 9 9 35,866 1.92 0.85 [0.80, 0.89] [0.61, 0.95] 0.47 0.23 99.7

j, number of studies; k, number of effect size (Cronbach alpha coefficient of GD tools); n, number of samples; αtrf , transformed mean Cronbach’s alpha coefficient; α,
back-transformed mean Cronbach’s alpha coefficient; CI, confidence interval; CR, credibility interval; τ, square root of estimated tauˆ2; τ2, estimated amount of total
heterogeneity; I2, total heterogeneity/total variability.

Heterogeneity and Moderator Analysis
The results of the heterogeneity test for reliability were significant
for all the included studies (τ = 0.483, τ2 = 0.233, I2 =99.3%). To
assess the effect of the specific GD instrument used in the study
on heterogeneity, a categorical moderator analysis on moderator
(a) was conducted. Reliability was revealed to be significantly
heterogeneous depending on the measure verified via an omnibus
test of hypothesis [QM (4) = 57.56, p < 0.001]. Since IGDS9-
SF showed the highest Bonett-transformed coefficient alpha,
ANOVA was conducted between the measures. All ANOVA
comparisons were conducted to examine whether significant
difference exists between the magnitude of each coefficient. The
results show that the Bonett-transformed coefficient alpha of
IGDS9-SF was significantly higher than the coefficients of GAS-
7, Lemmens IGD-9, and IGDT-10 (all p < 0.001) but was not
higher than the coefficient of AICA (p = 0.06). The ANOVA
result between AICA and Lemmens IGD-9 was also statistically
significant (p < 0.05).

Publication Bias
Publication bias was assessed using funnel plots and Egger’s
regression test. The result of Egger’s regression test did not
indicate the presence of publication bias for IGDS9-SF (z = 1.37,
p = 0.17), Lemmens IGD-9 (z = –0.76, p = 0.45), IGDT-10
(z = –0.76, p = 0.45), and AICA (z = 0.03, p = 0.97). Egger’s
test of GAS-7, however, indicated the presence of publication
bias (z = –2.02, p = 0.04). Funnel plots are included in the
(Supplementary Figure 2).

Association and Validity Generalization
Results of Validity Generalization
A total of 210 effect sizes were extracted and synthesized
for validity generalization from the 115 studies analyzed.
The number of studies reporting the correlation coefficients
between GD assessment tools and psychological or behavioral
measurement are as follows: 45 effect sizes from the 44 studies
for depression, 37 effect sizes from the 36 studies for anxiety,
19 effect sizes from the 17 studies for aggression, 18 effect sizes
from the 17 studies for quality of life and loneliness, 20 effect sizes
from the 18 studies for internet addiction, and 53 effect sizes from
the 51 studies for game playtime. DASS-21(Depression Anxiety
Stress Scales), developed by Antony et al. (1998), is the most

frequently utilized psychological scale for depression (k = 8) and
anxiety (k = 8). The Satisfaction with Life Scale (SWLS) for quality
of life (k = 13), Buss-Perry Aggression Questionnaire (BPAQ)
for aggression (k = 8), UCLA Loneliness Scale for loneliness
(k = 16) and Young’s Internet Addiction Test (k = 10) for internet
addiction were also frequently utilized (Russell et al., 1980; Diener
et al., 1985; Buss and Perry, 1992; Young, 1998).

The results of the quantitative synthesis for the association
between GD and other variables are shown in Table 3. The overall
estimated mean effect sizes of the psychological variables for GD
are as follows: Depression (r = 0.33), anxiety (r = 0.29), aggression
(r = 0.30), QOL (r = –0.22), and loneliness (r = 0.29). The
estimated effect sizes of internet addiction and game playtime are
r = 0.56 and r = 0.40. The forest plots displaying the population
estimate and the effect sizes of individual studies for each of the
variables are presented in Figures 2–4.

Heterogeneity and Moderator Analyses
The results of the quantitative synthesis indicated high levels of
heterogeneity for all the variables. The heterogeneity estimates
are presented in Table 3. Categorical moderator analyses and
meta regression analyses using moderators were conducted to
identify the potential sources of heterogeneity. Moderator (a),
the specific GD instrument used in the study, (categorized into
“IGDS9-SF,” “GAS-7,” “Lemmens IGD-9,” “AICA,” and “IGDT-
10”), moderator (b), the type of the sample (categorized into
“adolescents,” “adults,” and “both”), and (c) the study location
(categorized into six continents) were used as the moderators if
each of the subgroups had sufficient number of studies (Fu et al.,
2011). Moderator (a) was a significant moderator for anxiety and
GD (p = 0.02), and moderator (c) was a significant moderator
for aggression and GD (p < 0.01). Moderator (d), gender ratio of
the participants of each study, was a significant moderator only
for game playtime (p = 0.04), indicating that the studies having
more male participants reported smaller correlation coefficients
between GD and game playtime. The results of the categorical
and continuous moderator analysis of validity generalization are
presented in the (Supplementary Tables 2, 3).

Publication Bias
Publication bias for validity generalization was assessed by
using funnel plots and Egger’s regression test. The funnel plots
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TABLE 3 | Association between GD and psychological/behavioral variables.

95% CI Heterogeneity

Psychological variables j k n robs LL, UL τ τ2 I2(%)

Depression 44 45 83,604 0.33 [0.29, 0.36] 0.14 0.019 95.6

Anxiety 36 37 76,948 0.29 [0.25, 0.33] 0.13 0.016 97.2

Aggression 17 19 35,441 0.30 [0.24, 0.35] 0.13 0.017 96.9

QOL 17 18 25,833 –0.22 [–0.31, –0.12] 0.21 0.043 96.1

Loneliness 17 18 26,677 0.29 [0.22, 0.36] 0.16 0.027 95.8

Internet addiction 18 20 25,368 0.56 [0.48, 0.63] 0.25 0.062 98.2

Game playtime 51 53 62,792 0.40 [0.35, 0.45] 0.22 0.048 97.6

j, number of studies; k, number of reported effect sizes; n, number of samples; robs, estimated mean effect sizes (correlation coefficient); SDr , standard deviation for robs;
CI, confidence interval; τ, square root of estimated tauˆ2; τ2, estimated amount of total heterogeneity; I2, total heterogeneity/total variability.

FIGURE 2 | Forest plots of correlations and 95% confidence interval (CI) for random effects meta-analysis model for (A) depression, and (B) anxiety.

for all the variables have been visualized in Supplementary
Figure 3. Since visual inspection can be subjective, Egger’s
regression tests for the detection of funnel plot asymmetry were
performed (Sterne et al., 2000). The results of the regression
tests for game play time were statistically significant (t = 3.16,
p < 0.01), suggesting the presence of evidence for publication
bias. Cumulative meta-analysis and sensitivity analysis were
further conducted to investigate the publication bias of studies
reporting the correlation between GD and game playtime. The
results of the cumulative meta-analysis and sensitivity analysis

revealed that the studies conducted by, and Brunborg et al. (2014)
and Bányai et al. (2019) had influenced the overall effect size
estimate as two studies reported exceptionally small and large
effect sizes. Omitting study by Brunborg et al. (2014) decreased
the overall effect size estimate between GD and game playtime to
r = 0.39 while omitting study by Bányai et al. (2019) increased the
overall effect size estimate to r = 0.41. The result of sensitivity
analysis for GD and game playtime is provided in Figure 5.
The results of Egger’s regression test for the other variables were
insignificant (for depression t = 0.98, p = 0.33; for anxiety t = 1.02,
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FIGURE 3 | Forest plots of correlations and 95% confidence interval (CI) for random effects meta-analysis model for (A) aggression, (B) quality of life, (C) loneliness,
and (D) internet addiction.

p = 0.31; for aggression t = –0.23, p = 0.82; for QOL t = –0.37,
p = 0.72; for loneliness t = 0.33, p = 0.75; for internet addiction
t = 0.49, p = 0.63).

DISCUSSION

Reliability
The current study aimed to provide information on what GD
scales measure, and how consistent the measure is. The current
study conducted meta-analyses by quantitatively synthesizing the
Cronbach’s alpha reliability coefficients and bivariate Pearson’s
correlations. The result of the quantitative synthesis of alpha
coefficients, reliability generalization, showed an estimated alpha
coefficient of 0.86. A high value of alpha coefficient is usually
desirable (Cronbach, 1951), but an alpha coefficient above 0.9
may indicate unnecessary redundancy rather than a desirable
level of internal consistency (Streiner, 2003). In this regard,
the estimated alpha coefficient of 0.86 can be interpreted as
an indication of good internal consistency (Gliem and Gliem,
2003). With respect to the moderator analysis, each tool displayed
Cronbach’s alpha coefficients ranged from 0.81 to 0.89. The 172
studies in total presented 193 effect sizes of alpha coefficients as
the measures of internal consistency. Alpha coefficients of studies
with IGDS9-SF were most frequently reported, and the result of

ANOVA revealed that IGDS9-SF possesses the highest estimated
alpha followed by AICA. The funnel plot and Egger’s test of each
GD tool indicated the existence of a potential publication bias for
GAS-7 (z = –2.02, p = 0.04). The funnel plots for the GD tools are
provided in the (Supplementary Figure 2).

Given that the current study only included the
psychometrically sound tools to synthesize the reliability
coefficients, there is a possibility that the reliability estimation
of the current study might be positively biased. A categorical
moderator analysis with the specific GD instrument used in the
study, was performed to examine whether there were differences
between each GD tool. The results of the omnibus subgroup test
rejected the null hypothesis, indicating that there are differences
between the estimated alpha coefficients of each of the tools.
ANOVA analyses between every two GD tools were further
performed as the omnibus test results increase the type 1 error.
The results indicated that IGDS9-SF (α = 0.89) had the highest
estimated alpha, followed by AICA (α = 0.85). Lemmens IGD-9
showed the lowest estimated alpha (α = 0.81) among all the tools.

Caution should be taken in interpreting the results of
the pooled Cronbach’s alpha coefficient. The high Cronbach’s
alpha is not a perfect index of internal consistency as alpha
by itself does not assure an excellent degree of internal
consistency (Tavakol and Dennick, 2011). An alpha coefficient
can be susceptible to the length of the test, undue narrowness
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FIGURE 4 | Forest plot of correlations and 95% confidence interval (CI) for random effects meta- analysis model for game playtime.

(Streiner, 2003), and dimensionality (Green et al., 1977). The test-
retest reliability coefficients can provide additional information
on overall reliability when they are interpreted together with
the internal consistency coefficients. An intraclass correlation
coefficient or test-retest interval correlation coefficient can
be referred as the stability or reproducibility of the test
(Polit, 2014). The estimated average of the eight reliability
coefficients was 0.86 (95% CI = 0.81–0.89) which can be
interpreted as a good level (Cicchetti, 1994). More studies
should examine the test-retest reliability of GD assessment tools

as a very small number of studies have reported on retest
reliability in comparison to the studies that have reported on
internal consistency.

Validity and Association
The bivariate Pearson’s correlation between the seven
variables and GD tools were coded. The estimated effect
sizes of the correlation ranged between 0.22 and 0.56 in
magnitude. The estimated associations between GD and
psychological/behavioral variables were found. The Hedge’s
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FIGURE 5 | Sensitivity analysis for game playtime and GD.

estimator (Borenstein et al., 2011) for the seven variables are
as follows: 0.33 for depression, 0.29 for anxiety, 0.30 for
aggression, –0.22 for QOL, 0.29 for loneliness, 0.56 for internet
addiction, and 0.40 for game playtime.

By synthesizing the effect size of correlation coefficients and
examining the convergent and discriminant validity of GD tools,
we aimed to scrutinize the association between GD and mental
disorders. Unfortunately, the current study offers information
only on the association, rather than on causality. The results
from the current study do not suggest that the correlation effect
sizes are small or large enough to help the society make clear
distinction. Since the labeling of the effect size magnitude can
be arbitrary (Schober et al., 2018), we suggest an interpretation
of the results by comparing each of the effect sizes. For instance,
GD tools have a correlation effect size of 0.40 with game playtime
and 0.33 with depression, meaning that the depression was found
to have a slightly smaller association with GD than the gaming
behavior. Anxiety (r = 0.29), aggression (r = 0.30), and loneliness
(r = 0.29) showed similar magnitudes of correlation effect sizes.
QOL was the only variable negatively associated with GD (r = –
0.22). Internet addiction showed the highest correlation with GD.
The overlapped items between internet addiction and gaming
disorder, especially the IGD criteria for DSM-5, might contribute
toward a high association between internet addiction and GD.

The results of the moderator analysis show that the specific
GD instrument used in the study significantly moderates the
correlation between anxiety and GD. IGDS9-SF captures higher
associations (r = 0.33) between anxiety and GD than GAS-
7 (r = 0.23). This might be due to the different features
of each scales. Study location was found to be a significant
moderator for the correlation between aggression and GD. The
studies conducted in Asia reported higher association (r = 0.38)
between aggression and GD than the studies conducted in Europe

(r = 0.24). This is consistent with the findings of previous
studies. Studies reporting the role of aggression in gaming
disorders have investigated the mediating role of ethnicity and
cultural differences (Kim et al., 2018; Prescott et al., 2018).
Anderson et al. (2010) also reported that cultural difference can
moderate the association between violence, prosocial behavior,
and video gaming. A continuous variable moderator analysis
shows that the gender ratio of study participants was a significant
moderating continuous variable. The higher the percentage of
female participants, the stronger the association between game
playtime and GD (b = 0.6302 for intercept; b = –0.0033 for
one percent point increase in the percent of male participants).
The males are known to be more vulnerable than females in
developing a gaming disorder (Dong et al., 2018; Fam, 2018).
The game playtime seems to have a more direct effect on
females than on males.

The Egger’s test, cumulative meta-analysis, and sensitivity
analysis revealed an asymmetry in the publications reporting
the correlations between game playtime and GD. The studies
conducted by Brunborg et al. (2014) and Bányai et al. (2019)
influenced the overall effect size. Notably, Bányai et al. (2019)
reported Pearson’s bivariate correlation between game playtime
and GD of r = –0.01, which is in essence zero. Since the study
by Bányai et al. (2019) included e-sport gamers who spent
significantly more time playing games than recreational gamers,
the correlation reported by the author significantly differs from
that of the other studies. The findings of Bányai et al. (2019)
presented the moderating role of gaming motivation in causing
GD and psychiatric distress, indicating that gaming behavior
itself can have even no association with the GD.

The main findings of the current study show that the
magnitudes of the effect sizes of convergent and discriminant
validities of GD are not significantly different. Given the
association of 0.40 between game playtime and GD, common
symptoms (e.g., depression, anxiety) of psychopathology also
showed considerable associations with GD. As González-Bueso
et al. (2018) commented, we agree to the idea that whether
the problematic gaming behaviors are a consequence, or a
trigger of other psychopathologies cannot be unraveled yet.
Studies have reported that just as problematic gaming increases
psychological distress, psychological factors such as low self-
esteem and loneliness also bidirectionally affect or predict
problematic gaming (Lemmens et al., 2011; Tian et al., 2017; Tras,
2019; Wartberg et al., 2019).

To identify the unraveled relationship between GD and
psychopathology, and move beyond these debates, future studies
must come to a consensus on the diagnostic criteria of
gaming disorder. Delphi method can be helpful in developing
the diagnostic criteria of GD and arriving at a consensus
(Castro-Calvo et al., 2021). The tools should be improved
and unified rather than continuously developed by various
researchers. Importantly, the clinician interview must be adopted
in this field to verify the positive cases of GD and report
comorbid psychopathologies (Pontes and Griffiths, 2019). Of the
184 studies included in the current meta-analysis study, only
nine studies included clinical samples and adopted structured
clinician interviews in a strict sense (e.g., Müller et al., 2019;
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Wölfling et al., 2019; Phan et al., 2020). Longitudinal and high-
quality clinical trial studies (e.g., Han et al., 2017; Li et al., 2017;
Wölfling et al., 2019) are also necessary to rebut the argument
that the problematic gaming behavior is a consequence of other
psychopathologies. With respect to the other aspects of validity,
future studies should actively examine the predictive validity
using gold standard tool of the diagnosis.

Study Limitations
Some limitations should be noted. First, despite our effort to
include all the relevant studies, some could not be coded owing
to unreported data. To minimize this limitation, we reached
out to researchers, and received relevant information from 17
researchers. Second, the current study focuses on the five GD
assessment tools recommend by King et al. (2020). Since more
than 40 assessment tools have been developed to assess GD,
the representativeness of the five tools included in the current
study could be questioned. Rather than establishing our own
selection criteria, we selected the five GD assessment tools based
on a rigorous review article by King et al. (2020). The third
limitation might reside in the conventional two-level meta-
analysis model and the high level of study heterogeneity found
in both reliability and validity generalization. While efforts were
made to investigate the potential reason for high heterogeneity,
the categorical and continuous moderator analysis only partially
adjusted the heterogeneity. We adopted the conventional two-
level meta-analysis model instead of three-level model or robust
variance estimation method due to scarce report of the variance
of the individual effect sizes within each study. We used effect
sizes from longitudinal studies (k = 17) and several effect sizes
reported from the same sample (k = 3), and those effect-sizes
reported from the same study were not analyzed repeatedly in the
current study. If variance of the individual effect sizes within each
study are accumulated in a future, a three-level meta-analysis
model or robust estimation technique would be recommended
to handle the dependent effect sizes and considering within-
and between-study heterogeneity. The fourth limitation is that
due to insufficient number of studies, we did not perform
a meta-analysis for GD and attention deficit hyperactivity
disorder, which is a common psychiatric comorbidity in clinical
practice (Yen et al., 2017). Five studies reported Pearson’s
correlation coefficients ranging from 0.16 to 0.38 between GD
and impulsivity. Given the high heterogeneity, we decided that
the number of studies on impulsivity was insufficient to carry
out a meta-analysis. Fifth, since majority of the included studies
in the current study adopted either GAS-7 and IGDS9-SF, the
feature of the GAS-7 and IGDS9-SF might affect the effect size
estimation. The limitation should be addressed as more studies
in this field are conducted.

CONCLUSION

Despite its limitations, this is the first and largest systematic
review study (with 184 studies and 285,752 study
participants) to examine the association between GD and
psychological/behavioral variables by synthesizing the reliability,

and convergent and discriminant validity information of the five
GD assessment tools (e.g., IGDS9-SF, GAS-7, Lemmens IGD-9,
AICA, and IGDT-10). In addition to the reliability generalization
of the GD assessment tools, a major strength of this study is that
we applied meta-analytic techniques to investigate the magnitude
of relationships between GD and common symptoms of
mental disorders (e.g., depression, anxiety disorders, addictions,
impulsivity, and hostility), as indicated in previous studies (Han
et al., 2017; Na et al., 2017; Wang et al., 2017; González-Bueso
et al., 2018; Liu et al., 2018). We also applied same meta-analytic
technique to examine the magnitude of association between GD
and the gaming behavior. We believe that this meta-analysis
provides current status of GD. Future studies should address
debatable issues in reliability and convergent/discriminant
validity of the GD assessment tools, and more studies should be
conducted to better understand the bidirectional relationship
between GD and other psychopathologies.
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Underestimation of reliability is discussed from the viewpoint of deflation in estimates of
reliability caused by artificial systematic technical or mechanical error in the estimates
of correlation (MEC). Most traditional estimators of reliability embed product–moment
correlation coefficient (PMC) in the form of item–score correlation (Rit) or principal
component or factor loading (λi). PMC is known to be severely affected by several
sources of deflation such as the difficulty level of the item and discrepancy of the
scales of the variables of interest and, hence, the estimates by Rit and λi are always
deflated in the settings related to estimating reliability. As a short-cut to deflation-
corrected estimators of reliability, this article suggests a procedure where Rit and λi in the
estimators of reliability are replaced by alternative estimators of correlation that are less
deflated. These estimators are called deflation-corrected estimators of reliability (DCER).
Several families of DCERs are proposed and their behavior is studied by using polychoric
correlation coefficient, Goodman–Kruskal gamma, and Somers delta as examples of
MEC-corrected coefficients of correlation.

Keywords: reliability, deflation in reliability, item-score correlation, deflation in correlation, coefficient alpha,
coefficient theta, coefficient omega, maximal reliability

INTRODUCTION: ATTENUATION AND DEFLATION IN THE
ESTIMATES OF RELIABILITY

Reliability of test score (REL) is used in several ways of which quantifying the amount of random
error in a score variable generated by a compilation of multiple test items may be the most concrete
one in the measurement modeling settings. The formula of the average standard error of the
measurement S.E.m. = σE = σX

√
1− REL is derived strictly from the basic definition of reliability

REL = σ2
T
/
σ2

X = 1− σ2
E
/
σ2

X , where σ2
X , σ2

T , and σ2
E refer to the variances of the observed score

variable (X) and the unobserved true score (T) and error (E) related to the classic relation of X = T
+ E (Gulliksen, 1950). Reliability is also used in assessing the (overall) quality of the measurement,
in correcting the attenuation of the estimates of regression or path models, in correcting the
attenuation in correlations in validity studies and meta-analyses, and for providing confidence
intervals around these estimates (see, e.g., Gulliksen, 1950; Schmidt and Hunter, 2015; Revelle and
Condon, 2018; Aquirre-Urreta et al., 2019). In all cases, the interest related to the accuracy of the
estimates of reliability is understandable.

A less discussed challenge in the estimates by the traditional estimators of reliability is that their
estimates may be radically deflated caused by artificial systematic errors during the estimation or
attenuated as a natural consequence of random errors in the measurement (see the discussion of
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the terms in, e.g., Chan, 2008; Lavrakas, 2008; Gadermann et al.,
2012; Revelle and Condon, 2018); deflation and its correction are
the foci in this article. Empirical examples discussed later show
that, in certain types of datasets, typically with very easy and very
difficult tests and tests with incremental difficulty level including
both easy and difficult items, the estimates of reliability may be
deflated by 0.40–0.60 units of reliability (see, e.g., Zumbo et al.,
2007; Gadermann et al., 2012; Metsämuuronen and Ukkola, 2019;
see section “Practical Consequences of Mechanical Error in the
Estimates of Correlation in Reliability”).

Guttman (1945) was the first to show the technical or
mechanical underestimation in the estimators of reliability.
He showed that all estimators in his family of estimators
λ1 to λ6 underestimate the true population reliability. This
result generalizes to such known estimators of reliability
as Brown–Spearman prophecy formula (ρbs; Brown, 1910;
Spearman, 1910), Flanagan–Rulon prophecy formula (ρFR;
Rulon, 1939), coefficient alpha (ρα) generalized from Kuder
and Richardson (1937) formula KR20 (ρKR20) by Jackson
and Ferguson (1941) and later named by Cronbach (1951),
and estimators called the greatest lower bound (ρGLB; e.g.,
Jackson and Agunwamba, 1977; Woodhouse and Jackson, 1977)
because these are all special cases of λ1 − λ6. Hence, using
these estimators, the true (population) reliability is always
underestimated. Later, Novick and Lewis (1967) pointed out that
the underestimation related to the measurement modeling holds
if the true values (taus) are not essentially identical and the
error components related to the test items do not correlate (see
the discussion also in Raykov, 2012; Raykov and Marcoulides,
2017).

Since Guttman (1945), the underestimation in ρα has been
handled in numerous studies and it has been connected to,
among others, a simplified assumption of the classical test theory
including unidimensionality, violations in tau–equivalence and
latent normality, and uncorrelated errors (see discussion in,
e.g., Green and Yang, 2009, 2015; Trizano-Hermosilla and
Alvarado, 2016). Some scholars have been ready even to reject
ρα for all (see, e.g., Yang and Green, 2011; Dunn et al., 2013;
Trizano-Hermosilla and Alvarado, 2016; McNeish, 2017) but the
discussion is still going on. In many practical testing settings,
even though better options are available, ρα may still be used as
one of the lower bound estimators of reliability because the basic
assumptions of alpha such as unidimensionality and uncorrelated
errors are usually met (e.g., Metsämuuronen, 2017; Raykov and
Marcoulides, 2017).

On the top of attenuation related to the measurement
modeling, the estimates of reliability are also deflated—
sometimes radically as discussed above. The root cause for the
deflation is that the estimates by product-moment correlation
coefficient (PMC; Pearson, 1896) embedded in the traditional
estimators of reliability in the form of item–score correlation
(Rit) or principal- or factor loading (λi) may be seriously
deflated approximating 100% with items with extreme difficulty
level and large sample size (see Metsämuuronen, 2020b, 2021b).
Deflation in PMC is caused by a phenomenon called here
artificial systematic technical or mechanical error in the estimates
of correlation (MEC). This phenomenon and its consequences

are discussed in section “Mechanical Error in the Estimates of
Correlation in PMC and some consequences.”

Replacing PMC in the estimators of reliability by a less-MEC-
defected coefficient of correlation called later MEC-corrected
estimators of correlation leads us to new kinds of estimators of
reliability named here deflation-corrected estimators of reliability
(DCER). DCERs can be divided into two types. One, focused
on this article, are MEC-corrected estimators of reliability where
PMC is replaced by a totally different estimator of correlation that
is less prone to deflation than PMC. The other types of DCERs
not discussed in this article could be called attenuation-corrected
estimators of reliability; in these, PMC is replaced by relevant
attenuation-corrected estimators of correlation. Some options for
the latter are proposed by Metsämuuronen (2021c); attenuation
corrected PMC and eta. The idea of DCER have been discussed
(although not by this name) also, for instance, by Zumbo et al.
(2007) and Gadermann et al. (2012) related to their ordinal alpha
and ordinal theta; ordinal alpha and theta uses the matrix of inter-
item RPCs instead of PMCs in the calculations and those are
special cases of DCERs.

The crucial role of item–total correlation in the deflation
of reliability has been discussed during the years (e.g.,
Metsämuuronen, 2009, 2016, 2017)1 and some options of
corrected estimators of reliability have been initially suggested,
however, without further studies of their behavior (see, e.g.,
Metsämuuronen and Ukkola, 2019; Metsämuuronen, 2020a,b,
2021b). According to simulations (see, e.g., Metsämuuronen,
2020b, 2021b,d), some good alternatives for PMC are polychoric
correlation coefficient (RPC; Pearson, 1900, 1913), Goodman–
Kruskal gamma (G; Goodman and Kruskal, 1954), Somers delta
(D; Somers, 1962), dimension-corrected G and D (G2 and D2;
Metsämuuronen, 2020a, 2021b) and bi- and polyreg correlation
(see Livingston and Dorans, 2004; Moses, 2017). Notably, first,
some estimators of item–score correlation may be found equally
good alternatives or even better than RPC, G, or D. Second,
although it seems that nonparametric coefficients of correlation
based on order of the cases would be the best options for PMC,
this is not categorically true. Of nonparametric options, Kendall’s
tau-a (Kendall, 1938) and tau-b (Kendall, 1948), as examples,
tend to underestimate true correlation even more than PMC (see
Kendall, 1949; Metsämuuronen, 2021d; see Figure 1).

This article discusses the mechanisms of how the deflation
related to coefficients of correlation causes deflation in the
estimates of reliability and proposes several concrete options
to solve the problem. Numerical examples are given of their
behavior. It is asked, what is the effect of changing an estimator
with a high quantity of deflation with an estimator with
remarkably less deflation in the estimates of reliability? Section
“Mechanical Error in the Estimates of Correlation in Product–
Moment Correlation Coefficient and Some Consequences”
discusses PMC as the root cause of the deflation in reliability,
section “Deflation-Corrected Estimators of Reliability” discusses
the conceptual base of the DCERs, and sections “Materials and

1The basic contents of the derivation of underestimation of PMC in the
measurement modeling settings, later elaborated in Metsämuuronen (2016), were
initially published in Metsämuuronen (2009); in Finnish.
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FIGURE 1 | Magnitude of deflation in different estimators. TauB, Kendall tau-b; Rit, PMC; RBIS, biserial correlation; D, Somers delta (X dependent); D2,
dimension-corrected D; RREG, r-polyreg correlation; RPC, polychoric correlation; G, Goodman-Kruskal gamma; G2, dimension-corrected G.

Methods” and “Results” give numerical examples of how the
deflation in the estimates of reliability is reduced when using
DCERs instead of the traditional estimators.

MECHANICAL ERROR IN THE
ESTIMATES OF CORRELATION IN
PRODUCT–MOMENT CORRELATION
COEFFICIENT AND SOME
CONSEQUENCES

In measurement modeling settings, MEC refers to a characteristic
of estimators of correlation to underestimate the true correlation
between the test items (gi) and the latent trait θ manifested as
a score variable (X) caused by artificial technical or mechanical
reasons. In what follows, section “Product–Moment Correlation
Coefficient, Mechanical Error in the Estimates of Correlation,
and Deflation” discusses the overall effect of MEC in PMC,
section “Sources of Mechanical Error in the Estimates of
Correlation Affecting Deflation in Product–Moment Correlation
Coefficient” discusses sources of MEC affecting deflation, section
“Product–Moment Correlation Coefficient and the Estimators of
Reliability” discusses how PMC is embedded in the estimators
of reliability, and section “Practical Consequences of Mechanical
Error in the Estimates of Correlation in Reliability” discusses
what the effect of deflation in PMC in the estimates of reliability
in the empirical dataset may be.

Product–Moment Correlation
Coefficient, Mechanical Error in the
Estimates of Correlation, and Deflation
The phenomenon of attenuation in the estimates by PMC is
well-known. Pearson (1903) and Spearman (1904) may be the
first scholars discussing the mechanical errors in estimators of
correlation, while Brown (1910) and Spearman (1910) may be

the first to connect this to reliability. All of them tried to find a
solution to the known challenge in the estimates of correlation
known today as restriction of range (see the literature in Sackett
and Yang, 2000; Sackett et al., 2007; Meade, 2010). It is known
that when only a portion of the range of values of the variable
is actualized in a sample it leads to inaccuracy in the estimates
of PMC, that is, the values are attenuated. Schmidt and Hunter
(1999), specifically, discusses the need of utilizing the knowledge
from attenuation correction when estimating measurement error.

Even if there was no obvious restriction of range obtained due
to a reduced variance in the score variable within the sample,
PMC underestimates the true correlation always if the scales
of the variables are not equal (see algebraic reasons in, e.g.,
Metsämuuronen, 2017). This kind of deflation in PMC caused
by mechanical reasons is easy to illustrate by two identical
continuous variables with an obvious perfect correlation, ρXX =

1. If we dichotomize one to be a binary variable (item g) and
polytomize the other to include several ordinal or interval-
scaled bins (score X), PCM between these variables cannot
reach the obvious true (perfect latent) correlation. Instead, the
value depends, among others, on the cut-off where the ordered
continuous variable is dichotomized to 0s and 1s, that is, of
the item difficulty. If the cut-off is extreme, PMC approximates
0 irrespective of the fact that the true correlation between the
variables was perfect (see simulation e.g., in Metsämuuronen,
2021b). Even at the highest, PMC cannot reach the perfect ρXX =

1; if there are no ties in the score, the highest value approximates
0.866.2 Then, because of deflation, the loss of information in
PMC may vary 13–100% depending on the item difficulty and the
sample size. This loss of information is illustrated in Figure 1.

To give a practical illustration of the magnitude of error
caused by deflation of correlation by different estimators, let us

2The value depends on, to some extent, the number of bins in the variable with
wider scale. For example, with 10, 20, 30, 200, and 1,000 bins, the maximum value
is 0.8704, 0.8671, 0.8665, 0.8660, and 0.8660, respectively. This is easy to confirm
by forming these sets of variables.
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consider the situation described above: two identical variables
with (obvious) perfect correlation ρXX = 1. Let there be 1000
cases and a normal distribution in the original variables. One
of the variables becomes an item g by categorizing it into three
categories (0, 1, and 2; df (g) = 2) and the other is polytomized into
21 categories (score X, df (X) = 20). The cut points are arbitrary
from the illustration viewpoint; let the average difficulty level
of the item be p(g) = 0.90 (or, p(g) = 0.10) that is, we have a
very easy (or difficult) item, and the test score be of a medium
difficulty level, p(X) = 0.50. Figure 1 illustrates the differences
between some known estimators of correlation; the estimators are
discussed later with literature.

Knowing that the latent correlation is perfect, the magnitude
of the correlation strictly indicates the amount of deflation.
We note that, of the estimators in the example, tau-b, biserial
correlation (Pearson, 1909), and PMC (Rit) cannot reach
the (obvious) perfect correlation between the two versions
of the same variable and, more, the magnitude of deflation
is remarkable (0.43, 0.34, and 0.31 units of correlation,
respectively). Of the estimators, D, D2, and RREG give far better
approximations of the latent correlation even if there still is some
error in the estimates (0.010, 0.009, and 0.001 units of correlation,
respectively). In contrast, RPC, G, and G2 reach the perfect latent
correlation, that is, there is no deflation in the estimates when
it comes to difficulty level of the items. Notably though, there
may be other factors causing deflation or underestimation of
association. Some of these factors are discussed in what follows
(see also Metsämuuronen, 2021d).

Sources of Mechanical Error in the
Estimates of Correlation Affecting
Deflation in Product–Moment Correlation
Coefficient
By modifying the above example of two identical variables with
relevant traditional coefficients of correlations such as RPC, G,
and D, Metsämuuronen (2021b) concluded that PMC is affected
(at least) by six sources of MEC: (1) Discrepancy in scales of
the variables in general: PMC cannot reach the true (perfect)
correlation between the item and the score when the dimensions
of the variables differ from each other; (2) Item difficulty and item
variance: the more extreme the item difficulty, the less variance,
and the more underestimation in PMC. The loss of information
approximates 100% with extremely easy and difficult items; (3)
The number of categories in the item: the fewer the categories,
the more underestimation in PMC; (4) The number of categories
in the score: the fewer the categories, the lesser predictable the
underestimation is; (5) The number of tied cases in the score:
more there are tied cases in the score, lesser predictable the
underestimation is. This is related to the sample size and the
number of categories in the score (point 4); (6) The distribution
of the latent variable: PMC underestimates the true correlation
more if the latent variable is normal or skewed than in the
cases of even distribution. These sources of the MEC are not the
only possible ones although they are characteristics to PMC (see
Metsämuuronen, 2021b).

Although rigorous studies have been done on these elements
(e.g., Martin, 1973, 1978; Olsson, 1980; Anselmi et al., 2019;
Metsämuuronen, 2021b) these tend to be fragmentary; systematic
studies of the several elements of MEC would enrich our
knowledge of the phenomenon. Notably, in all the six conditions
above related to the attenuation in PMC, such benchmarking
coefficients as RPC and G appeared to be MEC-free in the
simulation (see Metsämuuronen, 2021b); the estimates reach the
perfect correlation either strictly (G = 1) or asymptotically (RPC≈
1) irrespective of the condition. D appeared to be less affected by
MEC than PMC but not to the extent as RPC and G (see also
Figure 1). The reason for the latter is that while RPC and G are
not affected by the tied cases, D is, specifically, with short tests
(see the differences of D and G also in Metsämuuronen, 2021a).

Product–Moment Correlation Coefficient
and the Estimators of Reliability
PMC is deep-rooted to the practices within the test theory and
measurement modeling settings. From the reliability viewpoint,
on the one hand, PMC is strictly visible in such classic estimators
as ρBS, ρFR, ρKR21, ρα , ρGLB, and λ1 − λ6 discussed above.
Common to these estimators is that the variance of the test
score (σ2

X) inherited from the basic definition of reliability is
visible in the formula3 and σ2

X , on its behalf, can be expressed
by using the item–score correlation (Rit = ρiX = PMC): σ2

X =(
k∑

i=1
σi × ρiX

)2

(Lord et al., 1968) where k refers to number of

items in the compilation and σito the standard deviations of
partitions or items. Then, as an example, coefficient alpha can be
expressed as (Lord et al., 1968):

ρα =
k

k− 1

1−

k∑
i=1
σ 2

i

σ 2
X

 = k
k− 1

1−

k∑
i=1
σ 2

i(
k∑

i=1
σi × ρiX

)2


(1)

On the other hand, PMC is embedded in the estimators
based on factor- and principal component analysis because the
factor- and principal component loadings (λi) are, essentially,
correlations between an item and the score variable (e.g., Cramer
and Howitt, 2004; Yang, 2010). This concerns such estimators of
reliability as coefficient theta (ρTH ; Armor, 1973; see also Lord,
1958; Kaiser and Caffrey, 1965), known also as Armor’s theta:

ρTH =
k

k− 1

1−
1

k∑
i=1

λ2
i

 , (2)

where λi are principal component loadings of the (first
or only) principal component, coefficient omega (ρω;

3We recall that, although the traditional formula of ρBS is usually expressed by
using PMC between two parallel tests, it can be expressed also by using σ2

X in the
form familiar from ρFR (see Lord et al., 1968).
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Heise and Bohrnstedt, 1970; McDonald, 1970), known also
as McDonald’s omega total:

ρω =

(
k∑

i=1
λi

)2

(
k∑

i=1
λi

)2

+

k∑
i=1

(
1− λ2

i
) , (3)

and coefficient rho, known also as maximal reliability
(ρMAX) or Raykov’s rho (Raykov, 1997a, 2004) based on
the conceptualization suggested by Li et al. (1996) and Li (1997):

ρMAX =
1

1+ 1
k∑

i=1
(λ2

i
/
(1−λ2

i ))

(4)

(e.g., Cheng et al., 2012) where λi are factor loadings.
From the traditional measurement modeling viewpoint (see,

e.g., McDonald, 1999; Revelle and Condon, 2018) the forms in
Eqs. (1) to (4) implicitly assume that ρiXand λi are deflation-free.
However, on the one hand, ρiX is known to be severely deflated
(see above). On the other hand, if we use the operationalization
familiar in principal component analysis (PCA), exploratory
factor analysis (EFA), and structural equation modeling (SEM)
where λi is a principal component- or factor loading, assumption
of deflation-free estimates is too optimistic assumption because
λi is, essentially, a correlation between item and the factor (or
principal component) score variable (Yang, 2010). That is, λi is
(essentially) ρiX being deflated as discussed above.

Practical Consequences of Mechanical
Error in the Estimates of Correlation in
Reliability
The effect of MEC in deflation in the estimates of reliability
may be remarkable. Two empirical examples are given. The first
example comes from Gadermann et al. (2012) who report a
dataset where, by using ordinal alpha (αORD; Zumbo et al., 2007),
another kind of DCER based on replacing the inter-item matrix
of PMCs by a matrix of RPCs, the estimate by ρα was deflated
from 0.85 (αORD) to 0.46 (ρα), that is, 0.39 units of reliability
which equals 46% (=0.85–0.46)/0.85).

Another example comes from a national level testing program
of learning outcomes (n = 7,770; Metsämuuronen and Ukkola,
2019) where the preconditions of understanding the instruction
language were assessed with a very easy 8-item, 11-point
test. It was expected that only students with second language
background in the instruction language would make mistakes in
the test; of all test takers, 72% gave the full marks. The magnitude
of the estimate of reliability by the traditional coefficient alpha
was found to be ρα = 0.25 and by rho ρMAX = 0.48. By using a
DCER based on Somers D where ρiX is replaced by D (i |X ) = DiX
in the formula of alpha (see later Eq. 23), the magnitude of
deflation-corrected alpha was ρα_DiX = 0.86. Then, the magnitude
of the estimate by ρα was deflated around 0.60 units of reliability
(71%) and the estimate by ρMAX around 0.38 units of reliability
(44%). The obvious reason for the remarkably higher estimate

by ρα_DiX is that, in the case of binary items with extreme
difficulty level, PMC as well as the factor loadings are severely
attenuated while, in the binary case, D is less deflated. In
both examples, the deflation in the estimates by the traditional
estimators is remarkable. The latter example will be re-analyzed
in section “Practical Example of Calculating Deflation-Corrected
Estimators of Correlations Discussed in This Article” in details.

DEFLATION-CORRECTED ESTIMATORS
OF RELIABILITY

Conceptual Base of the
Deflation-Corrected Estimators of
Reliability
Suggesting a radically new way of estimating reliability urges
in-depth discussion of theoretical foundations of the new
approach. However, here, the new concepts are built based
on the traditional measurement models (see, e.g., McDonald,
1999; Cheng et al., 2012) which are, however, rethought and
reconceptualized to also include the elements of deflation. Some
further alternatives to consider for rethinking reliability are
discussed in section “Options for Correcting the Deflation in
Estimators of Reliability.” The effect of deflation is discussed
here theoretically only to the extent that makes the notation in
deflation-corrected estimators of reliability understandable.

Let wi be a general weight factor that links the observed values
(xi) of an item gi with the latent variable θ manifested as a score
variable:

xi = wiθ+ ei (5)

generalized from the traditional one-latent variable model (e.g.,
McDonald, 1999; Cheng et al., 2012). It is relevant to assume that
the weight factor wi is a coefficient of correlation (−1 ≤ wi ≤

+1) such as Rit, RPC, G, or D, or principal component- or factor
loadings (λi). Also, the latent variable θ may be manifested as
varying types of relevantly formed compilation of items such as
a raw score (θX), factor score variable (θFA), principal component
score variable (θPC), a theta score formed by the item response
theory (IRT) or Rasch modeling (θIRT), or a possible non-linear
compilation of the items (θNonL).

Eq. (5) generalizes to the compilation of items as

k∑
i=1

xi =

k∑
i=1

wiθ+

k∑
i=1

ei, (6)

where k is the number of items in the compilation. Eq. (6)
corresponds with the classic relation of the observed score (X),
true score (T), and error (E) in the classical measurement model,
that is, X = T + E discussed above. To visualize the differences
between different models, this general (congeneric, one-latent
variable) model without considering the elements of deflation is
as in Figure 2A.

From the correlation viewpoint, knowing that all generally
used estimators of correlation give identical estimates of the
correlation for original variables and for the standardized

Frontiers in Psychology | www.frontiersin.org 5 January 2022 | Volume 12 | Article 74867239

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-748672 January 7, 2022 Time: 14:51 # 6

Metsämuuronen Deflation-Corrected Estimators of Reliability

    θ

  x1

x
2

w
2

ek

e
2

e
1

xk

w
1

wk wk

w
2     θ

  x1

x
2

ek_Random + ewkθ_MEC

e
2_Random + ew2θ_MEC

e
1_Random + ew1θ_MEC

 xk

w
1

wkθ_MECC

w
2θ_MECC

    θ

   x1

x
2

ek_Random

e
2_Random

e
1_Random

xk

w
1θ_MECC

A B

C

FIGURE 2 | (A) A general one-factor measurement model without elements of related to deflation. (B) A general one-factor measurement model with elements of
error related to deflation. (C) Deflation-corrected one-latent variable measurement model.

versions of the variables, without loss of generality, we can assume
that gi and θ are standardized, xi, θ ∼ N (0, 1). Then, parallel
to the traditional model (see e.g., Cheng et al., 2012), the error
variance of the test score ψ2

i can be estimated as

ψ2
i = σ2

E = VAR(
k∑

i=1

ei) =

k∑
i=1

(
1− w2

i
)
. (7)

Eq. (7) can be strictly used in estimating the reliability of the
score variable (REL = 1− σ2

E
/
σ2

X). If we use principal component
loadings as the weight factor and principal component score as a
manifestation of θ, the conceptualization of error variance in Eq.
(7) is used strictly in ρTH (Eq. 2) and, when using factor loadings
and factor score variable, it leads to such estimators as ρω and
ρMAX (Eqs. 3 and 4).

The traditional estimators of reliability assume that Rit and
factor/principal component loadings are deflation-free. This is
a too optimistic assumption as discussed and illustrated above
(see Figure 1). If the observed value of wi embeds deflation, as it
typically does when using the traditional estimators of correlation
and loadings, the magnitude of the observed correlation or
loading by a deflated or MEC-defected (MECD) weight factor
(wi_MECD) is, obviously, lower than MEC-free (MECF) weight
factor (wi_MECF), that is,

wi_MECF = wi_MECD + ewi_MEC (8a)

or

wi_MECD = wi_MECF − ewi_MEC (8b)

where the exact magnitude of the error element related to
deflation in estimation (ewi_MEC) is largely unknown although it
is positive (ewi_MEC > 0), and it depends on the characteristics of
the item and the weight factor as discussed above. While knowing
that a certain part of the measurement error is strictly technical
or mechanical in nature, but its magnitude could be reduced, it
makes sense to reconceptualize the classic relation of X = T + E
into a form

X = T + (ERandom + EMEC), (9)

where the element EMEC related to deflation is something we
can deal with. Notably, this kind of “systematic error” is not a
kind we usually consider as “systematic” such as a typo in the
test item or some technical problem in processes (see Gulliksen,
1950; Krippendorff, 1970). The latter type of error is usually
considered harmless from the reliability viewpoint and its effect
is added to the random part of the error. Consequently, we can
reconceptualize the measurement model in Eq. (5) as

xi = wi × θ+
(
ei_Random + ewiθ_MEC

)
, (10)

where the notation ewiθ_MECrefers to the fact that the magnitude
of the deflation depends on the characteristics of the weighting
factor w, item i, and the score variable θ. This model using a
weight factor including radical deflation such as Rit or λi may
be illustrated as in Figure 2B. Notably, the magnitude of the total
error

(
ei_Random + ewiθ_MEC

)
is, factually, equal to the one seen

in the model in Figure 2A. However, now the two components
are just visual.

While knowing that some estimators of correlation are less
deflated than some others, it makes sense to select such coefficient

Frontiers in Psychology | www.frontiersin.org 6 January 2022 | Volume 12 | Article 74867240

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-748672 January 7, 2022 Time: 14:51 # 7

Metsämuuronen Deflation-Corrected Estimators of Reliability

as the weighting factor where the quantity of technical or
mechanical error would be as low as possible. However, it may
be difficult to find an estimator of correlation without deflation,
that is, that would be totally deflation- or MEC-free. In what
follows, the concept of deflation-corrected and, specifically, MEC-
corrected estimator (MECC) is used to refer such estimators
where the deflation is known to be radically smaller than in
PMC. If selecting wisely the weight factor, the magnitude of
error component related to deflation may be near zero, that is,
ewiθ_MEC ≈ 0. If we use options of wi that would lead us to the
condition of ewiθ_MEC ≈ 0, because of Eq. (10), this will lead us
to a model where the measurement error would be as near the
MEC-free condition as possible, that is,

xi = wi_MECC × θ+
(
ei_Random + ewiθ_MEC

)
≈ wi_MECC × θ+ ei_Random. (11)

This measurement model where MEC-corrected weight factors
such as RPC, G, or D are used, could be illustrated as in Figure 2C.

As with Eq. (7), knowing that all generally used estimators of
correlation give identical estimate of the correlation for original
variables (gi and θ) and for the standardized versions of the
variables, we can assume that gi and θ are standardized, xi, θ ∼
N (0, 1). Then, assuming that item-wise random errors do not
depend on the true scores, the item-wise MEC-corrected error
variance (ψ2

i_MECC) is

ψ2
i_MECC = VAR(ei) = VAR(xi)−

(
wi_MECC

)2
× VAR (θ)

= 1− w2
i_MECC, (12)

that is, ei_MECC ∼ N
(
0,ψ2

i_MECC
)

where ψ2
i_MECC =

1− w2
i_MECC. Then, after the deflation-correction, the Eq.

(9) could be written as

X = T + ERandom + EMEC − EMEC

= T + ERandom (13)

and Eq. (10) as

k∑
i=1

xi =

k∑
i=1

wi_MECC × θ+

k∑
i=1

ei_Random. (14)

Consequently, the deflation-corrected error variance of the
test score can be written as

k∑
i=1

ψ2
i_MECC =

k∑
i=1

(
1− w2

i_MECC
)
, (15)

where the form corresponds to the traditional error variance

k∑
i=1

ψ2
i =

k∑
i=1

(
1− λ2

i
)

(16)

used in the traditional estimators of omega and rho in
Eqs. (3) and (4) (see, e.g., Cheng et al., 2012). In the
deflation-corrected estimators or reliability, instead of using
factor- or principal component loadings we use deflation-
corrected estimators of correlation.

Theoretical Deflation-Corrected
Estimators of Reliability
By being open for different manifestations of wi and θ, some
options for the base of the deflation-corrected estimators of
reliability are theoretical deflation-corrected alpha based on Eq.
(1):

ρα_wiθ =
k

k− 1

1−

k∑
i=1

σ2
i(

k∑
i=1

σi × wiθ

)2

, (17)

theoretical deflation-corrected theta based on Eq. (2):

ρTH_wiθ =
k

k− 1

1−
1

k∑
i=1

w2
iθ

 , (18)

theoretical deflation-corrected omega based on Eq. (3):

ρω_wiθ =

(
k∑

i=1
wiθ

)2

(
k∑

i=1
wiθ

)2

+

k∑
g=1

(
1− w2

iθ
) , (19)

and theoretical deflation-corrected rho based on Eq. (4):

ρMAX_wiθ =
1

1+ 1
k∑

i=1
(w2

iθ
/
(1−w2

iθ))

, (20)

where wiθ refers to the general model where the manifestations
of θ may vary as well as the linking coefficient w and, obviously,
the estimate varies item-wise. Obviously, using the estimators
(17) to (20) outside of their original context of raw scores or
principal component- and factor analysis is debatable. Here, a
stand-point is taken that the forms could be used as stand-
alone estimators even without their original contexts. This is
consistent with a more general measurement model discussed
above. Alternatively, the estimators (18) to (20) may be taken as
an output of renewed procedures in the principal component-
and factor analysis where wi is a less deflated estimator
of correlation than the traditional principal component- and
factor loading.

Examples of Practical
Deflation-Corrected Estimators of
Reliability
By combining the theoretical estimators in Eqs. (17) to (20) and
different operationalizations of wi, we get varying families of
deflation-corrected estimator of reliability. Let us assume that
we do not fix the manifestation of θ, and we use such MEC-
corrected weight factors as RPC, G and D directed so that “item
given score” or D = D (i|X) usually labeled as “score dependent” in
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the common software packages (of the correct direction of D, see
Metsämuuronen, 2020b). This leads us to such practical family of
deflation-corrected estimators of reliability as deflation-corrected
alpha based on Eq. (17) as

ρα_RPCiθ =
k

k− 1

1−

k∑
i=1

σ2
i(

k∑
i=1

σi × RPCiθ

)2

 , (21)

ρα_Giθ =
k

k− 1

1−

k∑
i=1

σ2
i(

k∑
i=1

σi × Giθ

)2

 , (22)

and

ρα_Diθ =
k

k− 1

1−

k∑
i=1

σ2
i(

k∑
i=1

σi × D
(
g|θ
)

iθ

)2



=
k

k− 1

1−
∑ k

i=1σ
2
i(

k∑
i=1

σi × Diθ

)2

 . (23)

Because of using totally different type of estimator than
PMC, these could be called special types of DCERs, namely,
MEC-corrected estimators of reliability. If using some relevant
attenuation-corrected estimator of correlation (see some options
in Metsämuuronen, 2021c), a family of attenuation-corrected
alpha would be obtained.

The notation in names ρα_RPCiθ, ρα_Giθ, and ρα_Diθ refers to
the facts that the base of the estimator is alpha (α), the weight
factor is manifested as RPC, G, or D representing different types
of correlations between item and the score variable, and the
manifestation of the score variable (θ) could be a raw score (θX)
or factor score variable (θFA), as examples. Some of these kinds of
estimators are discussed by Metsämuuronen and Ukkola (2019)
and Metsämuuronen (2020b, 2021a,b). Another type of solution
is discussed by Zumbo et al. (2007) and Gadermann et al. (2012)
by replacing the matrix of PMCs by a matrix of RPCs in forming
the factor loadings; this leads to a coefficient called ordinal alpha
discussed above.

More effective estimators than above are expected if coefficient
theta (Eq. 18) is used as a base for the estimators and

RPC, G, and D as wi.4 We get a family of deflation-corrected theta
based on Eq. (18):

ρTH_RPCiθ =
k

k− 1

1−
1

k∑
i=1

RPC2
iθ

 , (24)

ρTH_Giθ =
k

k− 1

1−
1

k∑
i=1

G2
iθ

 , (25)

and

ρTH_Diθ =
k

k− 1

1−
1

k∑
i=1

D2
iθ

 (26)

or a family of deflation-corrected omega based on Eq. (19):

ρω_RPCiθ =

(
k∑

i=1
RPCiθ

)2

(
k∑

i=1
RPCiθ

)2

+

k∑
i=1

(
1− RPC2

iθ
) , (27)

ρω_Giθ =

(
k∑

i=1
Giθ

)2

(
k∑

i=1
Giθ

)2

+

k∑
i=1

(
1− G2

iθ
) , (28)

and

ρω_Diθ =

(
k∑

i=1
Diθ

)2

(
k∑

i=1
Diθ

)2

+

k∑
i=1

(
1− D2

iθ
) , (29)

or a family of deflation-corrected rho based on Eq. (20):

ρMAX_RPCiθ =
1

1+ 1
k∑

i=1
(RPC2

iθ
/
(1−RPC2

iθ))

, (30)

ρMAX_Giθ =
1

1+ 1
k∑

i=1
(G2

iθ
/
(1−G2

iθ))

, (31)

4The effectiveness is expected because, in their original context, ρTH maximizes ρα

(Greene and Carmines, 1980), the magnitude of the estimates by ρMAX is higher
than those by ρω (Cheng et al., 2012), and all three give higher value than alpha if
the item–score correlations or loadings are not equal (e.g., Cheng et al., 2012).
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and
ρMAX_Diθ =

1
1+ 1

k∑
i=1
(D2

iθ
/
(1−D2

iθ))

. (32)

These families could be called also MEC-corrected theta,
omega, and rho. Notably, Zumbo et al. (2007) and
Gadermann et al. (2012) also discuss the use of Armor’s
theta as a basis for ordinal theta by replacing the matrix of PMCs
by a matrix of RPCs in the estimation.

Many good or even better alternative could be found
for RPC, G, and D considering that using RPC may
lead us to challenges in interpreting the reliability as
reflecting unobservable variables (see critique in Chalmers,
2017) and G tend to underestimate correlation when
there are more than four categories in the item and
D with three categories or more (see Metsämuuronen,
2021b). For the polytomous case, instead of G and
D, the dimension-corrected G and D are suggested
(Metsämuuronen, 2021b).

The characteristics of the estimators above are not
discussed in-depth here; simulations would be beneficial in
this matter. However, in the hypothetic extreme datasets
with deterministic item discrimination in all items leading
to RPCi = RPCj ≈ Gi = Gj = Di = Dj = 1,5 DCERs
based on theta and omega would lead to perfect reliability:
ρTH_RPCiθ ≈ ρTH_Giθ = ρTH_Diθ = k

/ (
k− 1

) (
1− 1

/
k
)
≡ 1

and ρω_RPCiθ ≈ ρω_Giθ = ρω_Diθ =
(
k
)2
/((

k
)2
+ 0

)
≡ 1.

In the case, estimators (21) to (23) based on alpha can
reach the value ρα_RPCiθ ≈ ρα_Giθ = ρα_Diθ = 1 only when all
item variances are equal (σi = σi = σ), that is, for instance,
when the items are standardized. In the case, ρα_RPCiθ =

ρα_Giθ = ρα_Diθ =k
/ (

k− 1
) (

1− kσ2
/(

k (σ× 1)
)2
)
=

k
/ (

k− 1
)
×
(
1− 1

/
k
)
≡ 1. Otherwise, the maximum value is

ρMax
α_RPCiθ ≈ ρ

Max
α_Giθ = ρ

Max
α_Diθ =

k
k−1

1−
k∑

i=1
σ2

i

/(
k∑

i=1
σi

)2
.

Notably, in the deterministic case, estimators based on rho
(Eqs. 30 to 32) could not be used because this would require
division by zero which is not defined. Aquirre-Urreta et al.
(2019) also noted that rho may produce overestimates of the
true reliability with finite samples familiar in real-world testing
settings. A practical reason for this is that the formula is sensitive
to very high values of loadings. In small sample sizes familiar in
the real-world datasets, the possibility to obtain deterministic or
near-deterministic situation in one or several items increases.
In deterministic patterns, ρMAX cannot be estimated at all
and in the near-deterministic patterns the factor loading
may be artificially high leading to obvious overestimation in
reliability. In what follows in a numerical example, the outcomes
based on the DCERs in Eqs. (21) to (23), (30) and (31) are
illustrated and the traditional estimators (1) to (4) are used
as benchmarks.
5Notably, RPC cannot reach the perfect 1. With enhanced procedures of the
estimation by adding a very small number like 10−50 to each element of logarithm
and when the embedded PMC≈ 1 such as 0.99999999, RPC ≈ 1.

MATERIALS AND METHODS

Dataset Used in the Numerical Example
As a simple numerical example, the dataset consisting of a set
of 30 multiple choice questions forming 30 binary items and
n = 49 randomly selected test-takers from a national level datasets
of mathematics test (N = 4,023; FINEEC, 2018) representing
small-scale tests with finite samples is used in illustrating the
difference between the traditional estimators and deflation-
corrected estimators of reliability. The dataset with estimates of
different score variables and weight factors are in Supplementary
Appendix 1.6

Measurement Model
The general measurement model discussed in section
“Conceptual Base of the Deflation-Corrected Estimators of
Reliability” is applied. By using the general one-factor model
and by varying w and the operationalization of θ, examples of
traditional and deflation-corrected estimates of reliability of the
score are given by modifying mainly the form of rho (Eq. 20)
with some benchmarking estimates by the form of alpha (Eq. 17).

Operationalizations of the Latent
Variable and the Linking Factor
In the empirical section, five operationalizations for θ are used:
an unweighted raw score (θX), a principal component score
variable (θPC), a factor score variable by maximum likelihood
estimation (θFA), a theta score by one-parameter IRT model or
Rasch model (θIRT), and a nonlinear weighted score by a simple

weighting factor 1/pi (θNonL = θPI =
k∑

i=1
gi
/

pi) where the test-

takers are weighted by the proportion of correct answers pi; the
more demanding item, the higher the weight.

Seven options as the weighting factor between θ and gi
are used. First, traditional estimators used in the traditional
estimators of reliability: Rit with θX , principal component loading
with θPC, and ML-estimate of the factor loading with θFA; second,
alternative coefficients RPC, G, and D for deflation-corrected
estimators of reliability; and, third, the traditional PMC (later, R
or Riθ) as a benchmarking coefficient for the DCERs when not
using the traditional alpha. The statistics for and calculations of
the estimates are collected in Supplementary Appendix 1.

Combining the operationalizations above, we get estimators of
reliability related to five different scores and seven linking factors;
only selected combinations are used (see condensed in Table 1).

6The dataset used in this article is a simple one intending to lead the reader
to the concepts and relevant estimators by offering all necessary calculations in
Supplementary Appendix 1. A dataset comprising a more in-depth comparison
of different estimators is also available at http://dx.doi.org/10.13140/RG.2.2.27971.
94241. This wider dataset is a simulation including 1,440 estimates of reliability
drawn from the same real-life dataset as used in Supplementary Appendix 1,
however, so that the sample size is varied (n = 25, 50, 100, 200) as well as the
number of categories and difficulty levels in the items and the score, and more
options for the weight element are compared: traditional weights, RPC, G, D,
RREG, G2, D2, RAC, and EAC. Unlike the dataset used in this article, the score
variables in the larger dataset do not include θIRT and θPI though.
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First, traditional estimators (alpha, theta, omega, and rho; Eqs.
1–4) of which rho is re-notated here to match with the other
estimators:

ρMAX_λiθFA = ρMAX =
1

1+ 1

/
k∑

i=1

(
λ2

iθFA

/(
1− λ2

iθFA

)) , (33)

where the notation ρMAX_λiθFA refers to facts that coefficient rho is
the base of the coefficient (MAX), the manifestation of the score
variable is the factor score variable (θFA), and the manifestation
of the weight factor is the ML-estimate of the factor loading
(wi = λi=λiθFA).

Second, five estimators based on the form of rho and item–
score correlation (ρiθ = Riθ) as the linking factor:

ρMAX_RiθX =
1

1+ 1

/
k∑

i=1

(
R2

iθX

/(
1− R2

iθX

)) , (34)

where the score is θX and wi = RiθX , (34)

ρMAX_RiθPC =
1

1+ 1

/
k∑

i=1

(
R2

iθPC

/(
1− R2

iθPC

)) , (35)

where the score is θPC and wi = RiθPC ,

ρMAX_RiθFA =
1

1+ 1

/
k∑

i=1

(
R2

iθFA

/(
1− R2

iθFA

)) , (36)

where the score is θFA and wi = RiθFA ,

ρMAX_RiθIRT =
1

1+ 1

/
k∑

i=1

(
R2

iθIRT

/(
1− R2

iθIRT

)) , (37)

where the score is θIRT and wi = RiθIRT , and

ρMAX_RiθPI =
1

1+ 1

/
k∑

i=1

(
R2

iθPI

/(
1− R2

iθPI

)) , (38)

where the score is θPI and wi = RiθPI .
Third, the parallel estimators using RPC = RPCiθ as the linking

factor:

ρMAX_RPCiθX =
1

1+ 1

/
k∑

i=1

(
RPC2

iθX

/(
1− RPC2

iθX

)) , (39)

where the score is θX and wi = RPCiθX ,

ρMAX_RPCiθPC =
1

1+ 1

/
k∑

i=1

(
RPC2

iθPC

/(
1− RPC2

iθPC

)) ,(40)

where the score is θPC and wi = RPCiθPC ,

ρMAX_RPCiθFA =
1

1+ 1

/
k∑

i=1

(
RPC2

iθFA

/(
1− RPC2

iθFA

)) ,(41)

where the score is θFA and wi = RPCiθFA ,

ρMAX_RPCiθIRT =
1

1+ 1

/
k∑

i=1

(
RPC2

iθIRT

/(
1− RPC2

iθIRT

)) ,(42)

where the score is θIRT and wi = RPCiθIRT , and

ρMAX_RPCiθPI =
1

1+ 1

/
k∑

i=1

(
RPC2

iθPI

/(
1− RPC2

iθPI

)) , (43)

where the score is θPI and wi = RPCiθPI .
Fourth, the parallel estimators using G = Giθ as the linking

factor:

ρMAX_GiθX =
1

1+ 1

/
k∑

i=1

(
G2

iθX

/(
1− G2

iθX

)) , (44)

TABLE 1 | Estimators of reliability covered in the empirical section.

Weight factor (the base of the estimator)

Rit(alpha)a RPC(alpha)b G(alpha)b D(alpha)b λPC(theta)a λML(omega)a λML(rho)a R(rho)b RPC(rho)b G(rho)b

Eqs. 1 21 22 23 2 3 4, 33 34–38 39–43 44–48

Score type θX x x x x x x X

θPC x x x X

θFA x x x x X

θIRT x x X

θPI x x X

aTraditional estimates.
bDeflation-corrected estimates.
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where the score is θX and wi = GiθX ,

ρMAX_GiθPC =
1

1+ 1

/
k∑

i=1

(
G2

iθPC

/(
1− G2

iθPC

)) , (45)

where the score is θPC and wi = GiθPC ,

ρMAX_GiθFA =
1

1+ 1

/
k∑

i=1

(
G2

iθFA

/(
1− G2

iθFA

)) , (46)

where the score is θFA and wi = GiθFA ,

ρMAX_GiθIRT =
1

1+ 1

/
k∑

i=1

(
G2

iθIRT

/(
1− G2

iθIRT

)) , (47)

where the score is θIRT and wi = GiθIRT ,
and

ρMAX_GiθPI =
1

1+ 1

/
k∑

i=1

(
G2

iθPI

/(
1− G2

iθPI

)) , (48)

where the score is θPI and wi = GiθPI .
Additionally, DCERs based on coefficient alpha (Eqs. 21–

23) are used as benchmarks to the traditional estimators
(see Table 1). Of the calculation of the estimates, see
Supplementary Appendix 1.

RESULTS

Eight outcomes of the comparison are worth highlighting. First,
of the estimators based on the form of rho (Eqs. 33 to 48), the
ones using RPC and G as the linking factor give notably higher
estimates (0.961–0.968) in comparison to those using PMC
(0.894–0.909) and traditional factor- or principal component
loadings (ρMAX = 0.894, ρω = 0.864, ρTH = 0.879) or alpha
(ρα = 0.862) (Table 2). This is caused by the better behavior
of RPC and G in relation to deflation with the items with

extreme difficulty levels in comparison to PMC (see Figure 3).
The estimates of reliability based on RPC and G tend to be
more deflation-free than those based on traditional principal
component- and factor loadings or PMC, that is, eRit_MEC,
eλi_MEC >> eRPCiθ_MEC≈ eGiθ_MEC. The possible overestimation
by DCERs is discussed later.

Second, in comparison to the estimates by Eqs. (34) to (38)
related to PMC (0.894–0.909) and the traditional ρMAX (0.894),
the estimates by Eqs. (39) to (48) related to RPC and G tend to
be close to each other (0.961–0.969) even though they indicate
different aspects of the correlation. While RPC estimates the
inferred correlation of the (unobservable) latent variables, G
estimates the probability that the test takers are in the same order
both in an item and a score. The same magnitude of the estimates
may be interpreted to indicate that the estimators reflect the same
deflation-free reliability of the test score.

Third, the magnitudes of the estimates by the traditional
coefficients rho by Eq. (4)(ρMAX_λiθFA = ρMAX = 0.894), theta
by Eq. (2) (ρTH = 0.879), and omega by Eq. (3) (ρω = 0.864)
are higher than by the traditional coefficient alpha by Eq. (1)
(ρα = 0.862). This is expected because only in the theoretical
case that all the factor loadings or item–score correlations are
equal, the magnitude of the estimates by ρα would reach those
by the other estimates. However, it seems that ρMAX does not
produce the “maximal” reliability per se for the given test.
In the dataset at hand, even the traditional PMC between an
item and the factor score variable would lead to a somewhat
higher estimate (ρMAX_RiθFA = 0.909) than using the factor
loadings nothing to say of the deflation-corrected estimates
(ρMAX_RPCiθFA = 0.969 and ρMAX_GiθFA = 0.968). Hence, the
thinking that “maximal reliability (in the form seen in Eq. 4) is
the highest possible reliability that a test can achieve” (Cheng
et al., 2012, p. 53 as an example), seems not be true in the
absolute sense. Notably though, when using PMC and RPC as
the linking factor, the score formed by the factor modeling,
traditionally taken as the “optimal linear combination” of the
items (see, Li, 1997), tends to have the highest reliability in
comparison to the other types of score variables although the
difference is not notable.

Fourth, coefficient alpha is known to underestimate the true
reliability. By using the DCERs based on alpha, that is, Eqs.
(21) to (23), the estimates are notably higher (ρα_RPCiθX = 0.937,

TABLE 2 | Comparison of the estimates of reliability.

Weight factor (the base of the estimator)

Rit(alpha)a RPC(alpha)b G(alpha)b D(alpha)b λPC(theta)a λML(omega)a λML(rho)a R(rho)b RPC(rho)b G(rho)b

Eqs. 1 21 22 23 2 3 4, 33 34–38 39–43 44–48

Score type θX 0.8619 0.9374 0.9420 0.9343 0.9024 0.9628 0.9682

θPC 0.8789 0.9069 0.9661 0.9656

θFA 0.8641 0.8943 0.9094 0.9688 0.9681

θIRT 0.8944 0.9628 0.9682

θPI 0.8987 0.9614 0.9609

aTraditional estimates.
bDeflation-corrected estimates.
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FIGURE 3 | Difference between the estimates of item–score correlation by G and PMC (R).

ρα_GiθX = 0.942, and ρα_DiθX = 0.934), and these are not far
from the estimates by the DCERs based on rho with the raw score
ρMAX_RPCiθX = 0.963 by Eq. (39) and ρMAX_GiθX = 0.968 by Eq.
(44). This seems to indicate that the reliability of the raw score
may be closer than what we have thought to the ones manifested
as the optimal linear combination of the items.

Fifth, obviously, the outcomes of forming the score differ
radically from each other. On the one hand, the scores formed
by PCA, EFA, and IRT modeling follow the standardized normal
distribution while the raw score and the non-linearly weighted
score differ from this logic. On the other hand, the score variables
by PCA (θPC), EFA (θFA), and non-linear summing (θPI) do
not include tied cases in the dataset; each test takers got their
own category in θPC, θFA and θPI while the scores by IRT
(θIRT) and the raw score (θX) have identical number of tied
cases; in the one-parameter model used in the analysis, θIRT
is a logistic transformation of θX . Consequently, the DCERs
for the raw score (Eqs. 39 and 44) and for the IRT score
(Eqs. 42 and 47) are identical (ρMAX_RPCiθX =ρMAX_RPCiθIRT
= 0.963 and ρMAX_GiθX = ρMAX_GiθIRT = 0.968) because the
order of the test takers remains the same in the logistic
transformation. Regardless of the differences in the structure
of the score variables, the estimators based on G as a linking
factor produce estimates that are largely at the same magnitude
of reliability with the scores by raw score, EFA, and IRT by Eqs.
(44), (46), and (47): ρMAX_GiθX ≈ ρMAX_GiθFA ≈ ρMAX_GiθIRT ≈

0.968 and the differences are not wide either when using RPC

(0.963–0.969). Notably, when using RPC and G as the linking
factor, the score formed by EFA with no tied cases cannot
discriminate the test-takers remarkably more accurately than
the score with tied cases (θIRT or θX). This reflects the non-
obvious fact that reliability of the score variable, in a sense of
discriminating the test takers from each other, is not strictly
connected with the number of tied values in the score variable
nor the type of scale.

Sixth, the obvious reason for the higher magnitude of the
estimates by DCERs using RPC and G in comparison to PMC
is caused by the better behavior of RPC and G with items with
extreme difficulty levels. With these kinds of items, specifically,
PMC is highly deflated while RPC and G are not at all affected by
item difficulty (see simulation in Metsämuuronen, 2021b). The
difference between the estimates of correlation by PMC and G is
illustrated in Figure 3; the graphs would be essentially identical
with PMC and RPC because the difference between the estimates
by RPC and G are subtle in binary case (see Metsämuuronen,
2020b, 2021b).

Seventh, Green and Yang (2009) approximate that, by using
ρα, the true reliability may be underestimated up to 11%
although, in real-life testing settings, the underestimation may
be nominal (Raykov, 1997b). Assuming that RPC does not
overestimate correlation, when knowing the magnitude of the
estimate by the traditional coefficient alpha related to the raw
score by Eq. (1) (ρα = 0.862) and the deflation-corrected
estimate by RPC related to the factor score variable by Eq. (33)
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(ρMAX_RPCiθFA = 0.969) in the given dataset, the magnitude of
the deflation in the traditional estimate by ρα appears to be
0.1068 units of reliability, that is, 11.0% (=(0.969–0.862)/0.969)
in comparison to the one by deflation-corrected rho. By using
the same logic, the traditional maximal reliability ρMAX = 0.894
is deflated by 7.7%. These seem decent magnitudes considering
that, in the empirical cases, the deflation may be 70 or 44%
as discussed in section “Practical Consequences of Mechanical
Error in the Estimates of Correlation in Reliability.” The reason
for the decent deflation is that the dataset used in the example
is neither extremely easy nor extremely difficult. An obvious
confounding factor is that the score variables differ between
coefficients alpha and rho. If the score variable would be
harmonized as being the raw score and the weighting factor
would be harmonized to RPC, we can assess the pure effect of
the estimator itself. The magnitude of the deflation-corrected
alpha (Eq. 21) is ρα_RPCiX = 0.937 and the magnitude of the
deflation-corrected rho (Eq. 39) is ρMAX_RPCiX = 0.963. Then,
the deflation would be reduced from 11 to 2.6% (=(0.963–
0.937)/0.963). This (around) 3% seems to refer strictly to a more
effective estimation of reliability by using the form of estimator
based on maximal reliability than by the formula used in the
traditional coefficient alpha. Obviously, more studies are needed
to confirm the results.

Finally, eighth, by comparing the estimates of different
weighting factors wi, it is possible to evaluate roughly
what the magnitude of the deflation (ewiθ_MEC) in different
estimators of correlation in the dataset is. Assuming that
the estimates by RPC do not overestimate the correlation
between the items and the score, the difference between
the estimates based on RPC and PMC gives a hint of the
magnitude of the deflation in PMC. On average in the
given dataset, the deflation in PMC with different types
of score variable is ēRiθX_MEC = 0.156 units of correlation
with raw score (ranging 0.0279–0.3268 depending on the
item), ēRiθFA_MEC = 0.157 (–0.0064–0.3121) with the factor
score, ēRiθIRT _MEC = 0.166 (0.0315–0.3702) with the theta score
by IRT modeling, and ēRiθPI _MEC = 0.153(0.0061–0.3433) with
the non-linearly weighted score. The systematic negative
bias of this size has a notable effect in deflation in the
estimate of reliability.

CONCLUSION AND LIMITATIONS

An obvious conclusion of the theoretical and empirical parts of
the study is that the magnitude of the deflation of reliability
depends not only on the unidimensionality, violations in the
measurement model and latent normality, estimator of reliability,
and uncorrelated errors as traditionally suggested with coefficient
alpha but also on the estimators of correlation used as the linking
factor between the latent trait θ and the test items gi. Some
linking factors like PMC are more prone to deflation than some
other estimators like RPC, G and D as examples and, hence, the
estimates by PMC are more deflated than those by RPC, G and
D. Because PMC is embedded in the traditional estimators of
reliability, the deflation in correlation is inherited to the estimates

of reliability. Systematic studies comparing different estimators of
correlation and reliability could be beneficial to understand the
phenomenon better.

Options for Correcting the Deflation in
Estimators of Reliability
The root challenge related to deflation in the traditional
estimators of reliability seems to be the classical definition of
reliability based on variances (σ2

X , σ2
T , and σ2

E) leading to use
PMC in the practical solutions of estimating reliability. If we
would start to create a theory concerning reliability by knowing
all the deficiencies of PMC we know today, we may be trying
to avoid PMC and, consequently, the variances in the process.
To rectify this root challenge, it may be beneficial to rethink the
definition of reliability from this perspective. Alternative bases
to consider for rethinking reliability may be related to, among
other, “sufficiency of information” by Smith (2005), or several
options within IRT modeling such as “person separation” by
Andrich and Douglas (1977), Andrich (1982), and Wright and
Masters (1982), or “information function” discussed by, e.g.,
McDonald (1999), Cheng et al. (2012), and Milanzi et al. (2015).
One alternative for defining reliability is discussed briefly here
based on Metsämuuronen (2020b) related to the definition of
“ultimately discriminating test score.”

Metsämuuronen (2020b) proposes an operational definition
of the ultimate item discrimination as a condition where the score
can predict response pattern of the test-takers in a single item in a
deterministic manner. This could be generalized as a theoretical
condition for ultimate reliability as being a condition where the
score can predict the order (or item response pattern) of the test
takers in a deterministic manner in all items. This operational
definition alone is not very practical when it comes to estimation
of the reliability because the deterministic patterns cannot be
estimated by using maximum likelihood method, for example.
However, this could be a starting point to develop estimators
where different types of estimators of item discrimination as well
as a-parameter in IRT-modeling could be a visible part of the
estimator as in Eqs. (21) to (32). Theoretical and empirical work
in this area would be beneficial.

While waiting for development of a sound basis for a new
way of thinking, defining, and estimating reliability, practical
options lead to a kind of new paradigm in the settings related
to measurement modeling: the extended families of deflation-
corrected estimators of reliability. One set of family, attenuation-
corrected estimators of reliability, not discussed in this article,
would be obtained if attenuation-corrected estimators of PMC
were used instead of PMC in the estimators. Another set of
family, MEC-corrected estimators of reliability focused in this
article, is obtained if PMC is replaced by a totally different
estimator of correlation that would not be deflated at all or where
the magnitude of deflation is remarkably smaller than that in
PMC. Several new estimators of deflation-corrected estimators
were proposed based on using RPC, G and D as examples instead
of PMC in some known estimators of reliability.

In the empirical part, it was demonstrated that if RPC,
G, or D would be used instead of PMC in some known
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estimators of reliability, the deflation in reliability would
be corrected to a notable extent. Further simulations with
different types of datasets, different item types, different
weighting factors, and different base of the estimators (e.g.,
alpha, theta, omega, or rho) would be beneficial in this
regard. The estimates by deflation-corrected estimators are
not, factually, “real” reliabilities as such. However, they are
closer to the deflation-free reliability than the traditional
estimates. Empirical examples show that, in specific forms of
datasets as in very easy or very difficult tests, the estimates
by traditional estimators such as coefficient alpha and rho
may be deflated 40–70% because of technical reasons. The
DCERs discussed in this article are strong with these kinds
of datasets and could be used as a benchmark to the
traditional estimators.

Practical Example of Calculating
Deflation-Corrected Estimators of
Correlations Discussed in This Article
To give a practical example of the DCERs discussed in this
article, let us re-analyze the reliability of the extremely easy
dataset (n = 7,770) by Metsämuuronen and Ukkola (2019)
discussed in section “Practical consequences of Mechanical Error
in the Estimates of Correlation in reliability.” The advance
of DCERs may be notable in these kinds of datasets where
the item difficulties are extreme leading to an ultimately non-
normal score (see Table 3). Because of ultimately easy items
with mainly binary scales combined with a non-normal score

variable, the non-parametric coefficients of correlation may be
better options than PMC.

Deflation-Corrected Alpha
The traditional coefficient alpha uses raw score (θX) as the
manifestation of the latent ability and item–score correlation
(RgX) as the weighting element in the calculation. Estimates by
alternative coefficients of item–score association are collected
in Table 4; their calculation is described in Supplementary
Appendix 1. Notably, first, the magnitudes of the estimates by
Rit (0.38 on average) are remarkably lower than those by RPC
(0.72), G (0.88), and D (0.83). This is caused by its poor behavior
with items of extreme difficulty level. Second, the magnitude
of the estimates by RPC is somewhat lower than those by G
and D. This is not a general characteristic of these coefficients.
With binary items, the estimates by G and RPC tend to be very
close each other (see, e.g., Metsämuuronen, 2021b), and when
the number of categories in the item increases up to four or
higher, the probability that two variables are in the same order
indicated by G (and D) tend to be lower than covariation between
the two variables indicated by PMC and RPC and, hence, the
estimates would signal that the true correlation is underestimated
(see Metsämuuronen, 2021b). Third, that the magnitude of the
estimates by D are lower than those by G is expected because the
estimates by D are more conservative in comparison with G (e.g.,
Metsämuuronen, 2021a,b).

Because of Eq. (1), the traditional coefficient alpha gives
the estimate: ρα =

8
8−1

(
1− 0.600

0.8742

)
= 0.245. The deflation-

corrected alpha using RPC as the weighting element (Eq. 21)

TABLE 3 | Descriptive statistics of the dataset from Metsämuuronen and Ukkola (2019).

Item (g) N Maximum Mean p SD Score Freq. %

g1 7,770 1 0.96 0.96 0.186 3 4 0.1

g2 7,770 1 0.98 0.98 0.126 4 7 0.1

g3 7,770 1 0.99 0.99 0.088 5 6 0.1

g4 7,770 1 0.91 0.91 0.287 6 20 0.3

g5 7,770 2 1.78 0.89 0.610 7 40 0.5

g6 7,770 1 0.98 0.98 0.122 8 141 1.8

g7 7,770 2 1.97 0.985 0.211 9 809 10.4

g8 7,770 2 1.98 0.99 0.169 10 903 11.6

11 5,840 75.2

7,770 100.0

TABLE 4 | Item–score correlations and related statistics needed in estimating reliability.

Item (gi ) RgX
a DgX

a GgX
a RPCgX

a σ2
g = VAR(g) RgX × σg DgX × σg GgX × σg RPCgX × σg

g1 0.351 0.791 0.857 0.677 0.035 0.065 0.147 0.160 0.126

g2 0.268 0.779 0.846 0.618 0.016 0.034 0.098 0.107 0.078

g3 0.283 0.858 0.911 0.696 0.008 0.025 0.076 0.080 0.061

g4 0.458 0.789 0.834 0.736 0.082 0.131 0.226 0.239 0.211

g5 0.746 0.952 0.979 0.931 0.372 0.455 0.580 0.597 0.568

g6 0.260 0.766 0.831 0.602 0.015 0.032 0.094 0.102 0.074

g7 0.327 0.832 0.897 0.702 0.045 0.069 0.176 0.189 0.148

g8 0.373 0.877 0.924 0.760 0.028 0.063 0.148 0.156 0.128

SUM 0.600 0.874 1.546 1.630 1.395

aR, Pearson correlation; D, Somers delta “X dependent”; G, Goodman–Kruskal gamma; RPC, polychoric correlation coefficient.
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TABLE 5 | Principal component loadings and related alternative statistics for estimating reliability.

Item (g) λiPC (λiPC)2 DgθPC (DgθPC)2 GgθPC (GgθPC)2 RPCgθPC (RPCgθPC)2

g1 0.444 0.197 0.937 0.878 0.937 0.878 0.833 0.694

g2 0.429 0.184 0.960 0.922 0.960 0.922 0.837 0.701

g3 0.593 0.352 0.994 0.988 0.994 0.988 0.947 0.897

g4 0.478 0.228 0.892 0.796 0.892 0.796 0.818 0.669

g5 0.207 0.043 0.737 0.543 0.737 0.543 0.647 0.419

g6 0.375 0.141 0.939 0.882 0.939 0.882 0.791 0.625

g7 0.286 0.082 0.856 0.733 0.856 0.733 0.659 0.435

g8 0.628 0.394 0.984 0.968 0.984 0.968 0.926 0.858

SUM 1.621 6.709 6.709 5.297

TABLE 6A | Factor loadings and related alternative statistics for estimating omega.

Item (g) λi (λi )2 1–(λi )2 DgθML (DgθML)2 1–DgθML
2 GgθML (GgθML)2 1–G2 RPCgθML (RPCgθML)2 1–RPCgθML

2

g1 0.276 0.076 0.924 0.940 0.884 0.116 0.940 0.884 0.116 0.831 0.691 0.309

g2 0.260 0.068 0.932 0.957 0.916 0.084 0.957 0.916 0.084 0.829 0.688 0.312

g3 0.471 0.222 0.778 0.995 0.990 0.010 0.995 0.990 0.010 0.962 0.926 0.074

g4 0.291 0.085 0.915 0.892 0.796 0.204 0.892 0.796 0.204 0.814 0.663 0.337

g5 0.111 0.012 0.988 0.736 0.542 0.458 0.736 0.542 0.458 0.645 0.415 0.585

g6 0.213 0.045 0.955 0.934 0.872 0.128 0.934 0.872 0.128 0.774 0.599 0.401

g7 0.160 0.026 0.974 0.844 0.712 0.288 0.844 0.712 0.288 0.660 0.435 0.565

g8 0.512 0.262 0.738 0.993 0.986 0.014 0.993 0.986 0.014 0.960 0.922 0.078

SUM 2.294 7.204 7.291 1.302 7.291 1.302 6.475 2.661

leads to an estimate ρα_RPCiX =
8

8−1

(
1− 0.600

1.3952

)
= 0.790,

gamma (Eq. 22) to ρα_GiX =
8

8−1

(
1− 0.600

1.6302

)
= 0.885, and

delta (Eq. 23) to ρα_DiX =
8

8−1

(
1− 0.600

1.5462

)
= 0.856. The

estimate by the traditional coefficient alpha is radically deflated,
72%, when comparing it to the DCER using G as the weighting
element ((0.885− 0.245)

/
0.885 = 0.723) and 69% if using RPC.

We also note that the magnitude of the estimates of reliability
follows strictly the general tendency of the magnitudes of the
coefficients of correlation: In comparison with the estimate
byρα_GiX the estimate by ρα_DiX is conservative.

Deflation-Corrected Theta
The traditional coefficient theta uses principal component
score (θPC) as the manifestation of the latent ability and
principal component loadings (λi) as the weighting element in
the calculation. Loadings and corresponding statistics related
to alternative estimators are collected in Table 5. Notably,
because there appeared to be no tied pairs between the
principal component score and items, the estimates by G and
D are identical.

The traditional coefficient theta can be calculated by Eq.
(2): ρTH = ρTH_λiθPC =

8
8−1

(
1− 1

1.621
)
= 0.438. The deflation-

corrected theta using RPC as the weight factor and the principal
component score (θPC) as the manifestation of the latent ability
(Eq. 24) leads us to an estimate ρTH _RPCiθPC =

8
8−1

(
1− 1

5.297
)
=

0.927, gamma (Eq. 25) leads to ρTH _GiθPC =
8

8−1
(
1− 1

6.709
)
=

0.973, and delta (Eq. 26) to ρα_DiθPC =
8

8−1
(
1− 1

6.709
)
= 0.973.

If the estimates based on G or D are used as a reference value,

the traditional coefficient theta is deflated by 54%, and, if RPC is
used, 52%. If the raw score (θX) would be used as a manifestation
of the latent ability instead of θPC, based on the estimates of
correlation in Table 4, the magnitudes of the latter estimates
would be ρTH_RPCiX = 0.869, ρTH_GiX = 0.961, and ρTH _Di X =

0.937.

Deflation-Corrected Omega and Rho
The traditional coefficients omega and rho use maximum
likelihood estimates of factor score (θML) as the manifestation
of the latent ability and factor loadings (λi) as the weighting
element in the calculation. Loadings and corresponding statistics
related to alternative estimators are collected in Tables 6A,B.
As with principal component analysis, because there are no tied

TABLE 6B | Statistics for calculating rho based on Table 6A.

Item (g) (λi )2/(1–(λi )2) (DgθML)2/
(1–(DgθML)2)

(GgθML)2/
(1–(GgθML)2)

(RPCgθML)2/
(1–(RPCgθML

2)

g1 0.082 7.591 7.591 2.232

g2 0.073 10.883 10.883 2.202

g3 0.285 99.251 99.251 12.545

g4 0.093 3.894 3.894 1.971

g5 0.012 1.182 1.182 0.711

g6 0.048 6.834 6.834 1.494

g7 0.026 2.476 2.476 0.771

g8 0.355 70.679 70.679 11.776

SUM 0.974 202.791 202.791 33.701
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TABLE 7 | Summary of estimates of reliability.

Traditional estimate DCERs with the traditional score DCERs with the raw score

Form Score type (θ) R D G RPC D G RPC

Alfa Raw score (θX ) 0.245 0.856 0.885 0.790 0.856 0.885 0.790

Theta Principal component score (θPC) 0.444 0.973 0.973 0.927 0.937 0.961 0.869

Omega Factor score (θML) 0.422 0.976 0.976 0.940 0.947 0.967 0.895

Rho Factor score (θML) 0.493 0.995 0.995 0.971 0.961 0.979 0.929

pairs between the factor score and items, the estimates by G and
D are identical.

By Eq. (3), the traditional coefficient omega total is calculated
as follows: ρω = ρω_λiθML =

(2.294)2

(2.294)2+7.204
= 0.422 and rho

by Eq. (4): ρMAX = ρMAX_λiθML =
1

1+1/0.974 = 0.493. The
deflation-corrected omega using RPC as the weight factor
(Eq. 27) and the factor score (θML) as the manifestation
of the latent ability leads us to an estimate ρω_RPCiθML =

(6.475)2

(6.475)2+2.661
= 0.940 and the corresponding deflation-

corrected rho (Eq. 30) is ρMAX_RPCiθML =
1

1+1/33.701 = 0.971.
Similarly, deflation-corrected omega using gamma
(Eq. 28) leads to ρω_GiθML =

(7.291)2

(7.291)2+1.302
= 0.976 and

the corresponding deflation-corrected rho (Eq. 31) is
ρMAX_GiθML =

1
1+1/202.791 = 0.995. Deflation-corrected omega

using delta (Eqs. 29) leads to identical estimates in comparison
with the estimates by gamma:ρω_DiθML =

(7.291)2

(7.291)2+1.302
= 0.976

and the corresponding deflation-corrected rho (Eq. 32) is
ρMAX_DiθML =

1
1+1/202.791 = 0.995.

The magnitude of the estimates based on the form of maximal
reliability and G and D as the weighting factor (0.995), feel
intuitively overestimates. This is reasoned by the fact that the
formula of maximal reliability is sensitive for high values of
loadings. With very high values of loading—as here G = D = 0.995
for item g3 referring to a fact that after the test takers are ordered
by the factor score variable, 99.5% of the test takers are in the
same order in both item and score—the statistic λ2

i
/
(1− λ2

i )
may give an artificially high value leading to artificially high
estimate of reliability. However, if the estimates based on G or D
are used as a reference value, the traditional coefficient omega and
rho are deflated by 57 and 50%, and, if RPC is used, 55 and 49%,
respectively. If the raw score (X) would be used as a manifestation
of the latent ability instead of θML, the magnitudes of the DCERs
based on omega would be ρω_RPCiX = 0.895, ρω_GiX = 0.967,
and ρω_DiX = 0.947 and DCERs based on rho ρMAX_RPCiX =

0.929, ρMAX_GiX = 0.979, and ρω_Di X = 0.961.
The estimates of reliability above are summarized in Table 7.

Different interpretations of the varying estimators are discussed
in the next section. Anyhow, just by comparing the overall level
of magnitudes of the traditional estimates and the estimates by
different DCERs we may conclude that all the DCERs seem
to refer to a reliability which is notably higher than the ones
indicated by the traditional estimators. If one uses the raw
scores, instead of ρα = 0.245, the true reliability seems to be
around 0.914 (on average), varying between 0.790 and 0.979

depending on which form is used as the base and which deflation-
corrected estimator of correlation is used as the weighting
element. Knowing the interpretation of RPC, G and D, the high
magnitude of reliability by DCERs refer to the fact that the score
is highly capable of ordering the test takers in a logical order by
their latent ability. Of the estimators, the ones based on coefficient
alpha are the most conservative and the ones based on rho the
most liberal. In this case, the estimators of correlation based on
probability (G and D) tend to lead somewhat higher estimates
than the one based on covariance (RPC). This is not a general
characteristic though.

Different Interpretation of Different
Estimators of Reliability
The article did not tackle the issue of differences between
the estimators of correlation. Notably, PMC, RPC, and G
(as well as D) discussed in the article indicate different
aspects of the correlation: PMC estimates the observed
correlation between two variables, and this is radically
deflated in the measurement modeling settings. RPC
estimates the inferred correlation of two unobservable
continuous variables by their ordinal manifestations. G and
D estimate the probability that the test takers are in the
same order both in an item and a score. The outcome of
different estimators of reliability may, then, indicate different
viewpoints of reliability.

Chalmers (2017) is skeptical of the usefulness of coefficients
using RPC in practical settings because RPC refers to correlation
between unobservable and unreachable variables and, therefore,
the outcome may be useless in the factual interpretation of
the observed score. He proposes that using RPC leads to
infer something about theoretical reliability. However, some
estimators of reliability such as ordinal alpha and theta
by Zumbo et al. (2007; see also Gadermann et al., 2012),
factually, use RPC in the estimation. Comparing the estimators
related to RPC in Eqs. (21), (24), and (27) and (39) to
(43) with ordinal alpha or ordinal theta based on the
matrix of inter-item RPCs instead of matrix of PMCs may
be worth studying.

Estimators based on G and D refer to observed variables
and, therefore, the outcome may be more useful than those
by RPC in the factual analysis of the observed score. Knowing
the interpretation of G and D in the measurement settings (see
Metsämuuronen, 2021a,b), estimators (22) and (23), (25) and
(26), (31) and (32), and (44) to (48) reflect the average proportion
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TABLE 8 | General typological characteristics of selected options of DCERs.

Weight wi

RPC G and D

Base General characteristics • Reflects latent reliability; not strictly
related to the observed score nor
observed items
• Leads to theoretical interpretation of

reliability
• Based on covariance
• Suitable for binary and polytomous

items
• Not simple to calculate

• Reflects reliability of the observed score
• Leads to practical interpretation of

reliability
• Based on probability
• D is more conservative than G
• Suitable for binary items and

polytomous items with < 4 categories
(D) or with < 5 categories (G)
• Simple to calculate even manually

Alpha • Always underestimates population reliability
• Very conservative nature
• Gives estimates even with small sample sizes
• Reaches the perfect reliability (REL = 1) when

wi = 1, and σi = σj

k
k−1

1−

k∑
i=1

σ2
i(

k∑
i=1

σi×RPCiθ

)2

 k
k−1

1−

k∑
i=1

σ2
i(

k∑
i=1

σi×Giθ

)2


Theta • Maximizes alpha

• Conservative nature
• Gives estimates even with small sample sizes
• Reaches the perfect reliability (REL = 1) when wi = 1

k
k−1

1− 1
k∑

i=1
RPC2

iθ

 k
k−1

1− 1
k∑

i=1
G2

iθ


Omega • Estimates always higher than alpha

• Least conservative nature
• Gives estimates even with small sample sizes
• Reaches the perfect reliability (REL = 1) when wi = 1

(
k∑

i=1
RPCiθ

)2

(
k∑

i=1
RPCiθ

)2

+

k∑
g=1

(
1−RPC2

iθ

)
(

k∑
i=1

Giθ

)2

(
k∑

i=1
Giθ

)2

+

k∑
g=1

(
1−G2

iθ

)

Rho (maximal reliability) • Maximizes omega
• Liberal nature; may overestimate reliability with

small sample sizes
• Cannot be calculated if deterministic patterns

(λ = 1) even in one item
• Cannot reach the perfect reliability (REL = 1)
• Not the best option for small samples

1

1+ 1
k∑

i=1

(
RPC2

iθ

/(
1−RPC2

iθ

))
1

1+ 1
k∑

i=1

(
G2

iθ

/(
1−G2

iθ

))

of logically ordered test takers in all items as a whole. In this,
the estimators based on D are more conservative than the ones
based on G.

A relevant question is, how different is the interpretation of
the estimates by G (or D) in comparison to those by PMC or
RPC? Knowing that G estimates the probability that the test takers
are in the same order in the item and in the score, the ultimate
magnitude of reliability by the estimators based on G would
indicate that all items discriminate the higher-performing test
takers from the lower-performing test takers in a deterministic
manner after the test takers are ordered by the score. The same
interpretation would be obtained when using RPC except that
RPC can reach the value RPC = 1 only approximatively. From
this viewpoint, the deflation-corrected estimators in Eqs. (24)
to (32) related to RPC, G, and D seems to refer strictly to the
discrimination power of the score. This makes sense from the
standard error of measurement viewpoint. Notably, under the
condition of deterministic item discrimination, the estimators
using PMC cannot reach the perfect reliability because the
estimates by PMC cannot detect the deterministic correlation
unless the number of categories is equal in the variables.
More studies and theoretical work in the interpretation of the
estimators would enrich us.

Some typological characteristics of different estimators of the
estimators described in the article are summarized in Table 8.
Notably, again, RPC, G, and D are not the only options for
DCERs; further studies related to such estimators as r-bireg- and
r-polyreg correlations, G2, D2, as well as attenuation-corrected Rit
and eta, as examples, would be beneficial (see footnote 6).

Known Limitations of the Treatment
The empirical section offers, obviously, just examples of what
kind of effect would be obtained if an estimator with smaller
quantity of deflation is used as the linking factor between the
latent variables and the item. Wider comparisons of different
estimators would benefit us to select most suitable estimators of
correlation as the linking factors for different variables, estimators
of reliability and different type of datasets. Systematic simulations
also in this area would enrich us.

The DCERs in the article were given just as examples—
their characteristics were not studied in-depth. Specifically, the
estimators based on omega and rho are, by far, theoretical options
in the settings related to factor analysis and structural equation
modeling because they may require new procedures where the
outcome of factor loadings would be (essentially) RPC or G
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instead of (essentially) PMC. Notably, the current procedures of
using RPC in EFA and SEM may start by using RPC in forming
the correlation matrix, but the outcome of the loadings seems to
be still, essentially, PMC. Also, Chalmers (2017) critique against
the use of RPC in estimating reliability is worth noting. More
studies in this regard would benefit us.

The study did not tackle the question of possible
overestimation of reliability when using deflation-corrected
estimators of reliability. Assuming that RPC does not
overestimate the true correlation, it may be relevant to conclude
that a deflation-corrected estimator based on RPC such as Eqs.
(21), (24), (27), and (30) would not overestimate reliability.
What would be the mechanism for overestimation? It may
be possible that the estimators based on rho overestimate
the reliability in the real-world settings; this would be a
reasonable consequence of the results by Aquirre-Urreta et al.
(2019) that rho may overestimate the true reliability with
finite samples familiar in real-world testing settings with small
or smallish number of test takers. From this viewpoint, the
estimators based on alpha, theta and omega seem to give more
conservative estimates. Theoretical and empirical studies in the
area would be beneficial.

Finally, in several places in the article a loose wording
concerning the deflation in the estimates of reliability was
described as “remarkable” or “notable.” Based on the behavior of
PMC, it is expected that the effect of changing PMC with better
behaving estimators of correlation in the estimators of reliability
is “remarkable” or maybe even “dramatical” when the test is very
easy or very demanding to the target group or with tests with
incremental difficulty levels as are usual in the educational testing
settings; PMC is severely deflated in these cases. Also, with the
tests of incremental difficulty level where part of the test items
may be very easy and part may be very demanding as is usual
in the achievement testing, we may expect remarkable difference
between the traditional estimators and deflation-corrected ones.
However, when all items are of medium difficulty level, the effect
may not be as notable. Wider empirical studies and simulations
would enrich us in this regard.
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Educational assessments tests are often constructed using testlets because of the
flexibility to test various aspects of the cognitive activities and broad content sampling.
However, the violation of the local item independence assumption is inevitable when
tests are built using testlet items. In this study, simulations are conducted to evaluate
the performance of item response theory models and testlet response theory models
for both the dichotomous and polytomous items in the context of equating tests
composed of testlets. We also examine the impact of testlet effect, length of testlet
items, and sample size on estimating item and person parameters. The results show
that more accurate performance of testlet response theory models over item response
theory models was consistently observed across the studies, which supports the
benefits of using the testlet response theory models in equating for tests composed
of testlets. Further, results of the study indicate that when sample size is large, item
response theory models performed similarly to testlet response theory models across
all studies.

Keywords: testlet, test equating, item response theory model, dichotomous testlet response theory model,
polytomous testlet response theory model

INTRODUCTION

In the current practice of educational measurement, test equating is a vital step to put scores from
different forms onto a same scale. However, in most large-scale testing programs, it is common
for a standardized test to consist of testlets (Bradlow et al., 1999; Rijmen, 2009; Cao et al., 2014;
Tao and Cao, 2016). A testlet is defined as an aggregation of items which are based on a common
stimulus (Wainer and Kiely, 1987; Bradlow et al., 1999). Responses to items within a testlet often
tend to violate the local item independence. For example, some examinees that are more familiar
with the background information covered by the testlet may have a higher probability to correctly
answer the items of a specific testlet (Rijmen, 2009; Cao et al., 2014; Tao and Cao, 2016). Although
researchers have conducted an abundance of studies to propose different approaches to handle local
item dependence (LID), little research in the literature has focused on the performance of different
approaches to accommodate LID on testlet-based test equating.
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Studies have shown that the accuracy of parameter estimation
produced by the testlet response theory (TRT) model is higher
than the traditional item response theory (IRT) model where
LID was present (Bradlow et al., 1999; Wainer and Wang,
2000; Wainer et al., 2000; Zhang, 2010; Koziol, 2016). However,
numbers of studies were based on dichotomous items (Wainer
and Wang, 2000; Rijmen, 2009; Cao et al., 2014). Researchers
have found that although the polytomous IRT models suffer
the problem of losing response pattern information, they
are still much easier in interpretation and implementation
(Sireci et al., 1991; Zenisky et al., 2002; Cao et al., 2014).
Moreover, studies have also documented that the dichotomous
IRT models could lead to misestimation of test reliability and
item parameters (Sireci et al., 1991; Lawrence, 1995; Zenisky
et al., 2002; Keller et al., 2003; Cao et al., 2014). Because
there is little evidence about the application of TRT models
for the polytomous items composed of testlets in the context
of equating tests, it is not clear how the performance of TRT
models might be.

It is needed to place the IRT estimates from different test
forms on a common scale when conducting test equating (Kolen
and Brennan, 2014). Generally, there are two kinds of parameter
linking methods known as separate calibration and concurrent
calibration (von Davier and von Davier, 2011; Kolen and
Brennan, 2014; González and Wiberg, 2017). Separate calibration
needs an equating transformation to perform the equating,
while concurrent calibration can link parameters obtained from
different test forms on a common scale during the estimation
routine (Kolen and Brennan, 2014; González and Wiberg, 2017).
Researches of test equating on the testlets were mostly based on
the method of separate calibration (Lee et al., 2001; Cao et al.,
2014; Tao and Cao, 2016). However, studies have shown that the
accuracy of equating results of concurrent calibration were higher
(Wingersky et al., 1987; Hanson and Beguin, 2002). Further, the
method of concurrent calibration is easy in implementation.

Studies have investigated the influence of testlet effect size on
test reliability and parameter estimates produced by IRT and TRT
models (Bradlow et al., 1999; Wang et al., 2002; Zhang, 2010; Cao
et al., 2014; Koziol, 2016). In addition to the testlet effect size,
few studies have simultaneously investigated the impact of length
of testlet items and sample size on the testlet models. However,
sample size and the length of testlet items are also the important
factors which can affect the accuracy of parameter estimation
and equating results (Tao and Cao, 2016). Therefore, it is vital
to consider those factors to compare the performance of IRT
models and TRT models.

TESTLET RESPONSE THEORY MODELS

Bradlow et al. (1999) first proposed a dichotomous testlet item
response model, which is based on the two-parameter logistic
model (2PLM) and incorporated the random item testlet effect
parameter. Since then, the TRT models have been introduced
in a series of papers (Wainer et al., 2000, 2007; Wainer and
Wang, 2001; Wang et al., 2002, 2004; Wang and Wilson, 2005).
Researchers have found that the TRT models are predominantly

used to represent the multidimensional IRT approach to model
LID due to testlet effects (DeMars, 2006; Li et al., 2006).

The 2PLM and the two-parameter TRT model (2PTM) can be
expressed as:

P
(
yij = 1

)
=

exp[aj(θi − bj)]

1 + exp[aj(θi − bj)]
(1)

P
(
yij = 1

)
=

exp[aj(θi − bj − γid(j))]

1 + exp[aj(θi − bj − γid(j))]
, (2)

where aj is the discrimination parameter for item j, bj is the
difficulty parameter for item j, θi is the latent trait level for
examinee i. For the TRT model, d(j) denotes a testlet containing
item j, γid(j) is the random effect for examinee i on testlet d(j),
which describes the interaction between examinee’s performance
on the testlet and items (LID) within the testlet. The model
assumes thatγid(j) ∼ N[0, σ2

γid(j)
]. Note thatσ2

γid(j)
reflects the

amount of the testlet effect. The larger the σ2
γid(j)

is, the larger the
testlet effect will be.

However, the increasing number of educational tests consisted
of polytomous item have received a substantial amount of
attention because of the need for more realistic and richer
forms of assessment. Therefore, researchers extended the graded
response model (GRM) which is widely used to a graded response
testlet model (Wang et al., 2002). Further, they developed the
corresponding software SCORIGHT3.0 to estimate parameters
by using the Monte Carlo method within the Bayesian framework
(Wang et al., 2004).

The GRM and graded response testlet model (GRTM) can be
expressed as:

P∗mx (θ) =
exp

[
αm
(
θi − bmx

)]
1 + exp

[
αm
(
θi − bmx

)] (x = 0, 1, 2,..., km − 1)

(3)

Pmx (θ) = P∗mx (θ)− P∗m(x + 1) (θ) (4)

P∗jn (θ) =
exp

[
αj

(
θi − bjn − γid(j)

)]
1 + exp

[
αj

(
θi − bjn − γid(j)

)] (n = 0, 1, 2,..., kj − 1)

(5)

Pjn (θ) = P∗jn (θ)− P∗j(n + 1) (θ) , (6)

where P∗mx (θ) is the probability of an examinee with a given
θ responding to category x or higher of item m, am is the
discrimination parameter for item m, bmx is the category
boundary for score x on item m, Pmx (θ) is the probability of an
examinee with a given θ will score in a particular category of item
m. Compared with the GRM, d(j) denotes a testlet containing
item j, γid(j) is the random effect for examinee i on testlet d(j).

The Present Study
This paper presents the results of two simulation studies that
addresses these two issues. First, the performance of IRT
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models and TRT models for the dichotomous and polytomous
items by using the concurrent calibration in the context of
equating tests composed of testlets was assessed. Second, the
effect of testlet effect, sample size and length of testlet items
on parameter estimates produced by IRT and TRT models
was investigated.

The rest of this article is organized as follows. First, the IRT
and TRT models for the dichotomous and polytomous items are
briefly introduced. Second, two simulation studies are conducted
to assess the IRT models and TRT models. These simulations
also demonstrate how testlet effect, length of testlet items,
and sample size affect item and person parameters estimation.
Finally, this article draws conclusions for the performance
of IRT models and TRT models and suggestions for future
study are provided.

MATERIALS AND METHODS

Study Design
The simulation study employed the non-equivalent anchor test
(NEAT) design. In the NEAT design, two simulations with several
manipulated factors were conducted to compare the performance
of item response models and testlet response models in the
context of equating tests composed of testlets (as shown in
Table 1). For the first simulation study, four major independent
variables were manipulated: (a) models (2PLM and 2PTM),
(b) testlet effect (0.5, 1, and 2), (c) length of testlet items (5
and 10), and (d) sample size (1,000 and 2,000 examinees). The
manipulated factors for the second simulation study were as same
as the first one, except for the models. As the purpose of the
second simulation study was to compare the performance of
polytomous item response models and testlet response models,
the GRM and the GRTM were selected.

Simulation Process
Six pairs of test forms were created with varying degree of testlet
effect and different length of testlet items for each simulation
research. Each test pair was consisted of a base form and a
new form. Each test form had a total of 60 multiple choice
items in the first simulation study or 60 polytomous items in
the second simulation study, composed of 40 non-anchor items
and 20 anchor items. For the non-anchor items, there were 20
locally independent items, and 4 testlets with 5 items per testlet

TABLE 1 | Summary of the study design for the two simulation studies.

Manipulated factors

The first simulation study Models 2PLM 2PTM

Testlet effect 0.5 1 2

Length of testlet items 5 10

Sample size 1,000 2,000

The second simulation study Models GRM GRTM

Testlet effect 0.5 1 2

Length of testlet items 5 10

Sample size 1,000 2,000

or 2 testlets with 10 items per testlet. For the anchor items,
there were 2 testlets with 5 items per testlet or 1 testlets with 10
items per testlet.

Item parameters for the base form and the new form
composed solely of locally independent non-anchor items were
randomly selected from the same population distributions.
Specifically, lna ∼ N (0, 1), constrained to (0, 2.5); b ∼ N (0,
1), constrained to (-3, +3). Item parameters of independent
anchor items which were shared by the base form and the new
form were also randomly selected from the same population
distributions. Specifically, lna ∼ N (0, 1), constrained to (1, 2);
b∼N (0, 1), constrained to (-3,+3). The population distribution
to the a-parameter for the anchor items with a slightly higher
than the non-anchor items is to assure the representative of the
anchor items (Wang et al., 2002; Cao et al., 2014; Tao and Cao,
2016). The ability population distribution for the base form is the
same as the b-parameter population distribution to assure that
the difficulty of test is appropriate for the examinees (Tao and
Cao, 2016). The ability population distribution for the new form
with a slightly higher mean than the base form to reflect ability
differences between two groups (Lee et al., 2016; Andersson,
2018). For the three pairs of test forms, the testlet effect indexed
by the σ2

γid(j)
for the base form and the reference form were

drawn from three uniform distributions: (0.1, 0.5), (0.6, 1), and
(1.1, 2.0) corresponding to low, moderate and high levels of LID,
respectively (Wang et al., 2002; DeMars, 2006; Cao et al., 2014;
Tao and Cao, 2016).

The probability of each examinee’s response to each item
was calculated based on the simulated parameters mentioned
above using the 2PL model, the 2PTM, the GRM, and the
GRTM, respectively. Then, the probability was compared with
a number randomly drawn from U (0, 1). For the dichotomous
items, if the probability was larger than the random number,
the response was coded as “1”; otherwise, as “0.” For the
polytomous items, if the random number was larger than the

TABLE 2 | Statistical summary of the discrimination parameter for the
dichotomous testlet items.

Evaluation
criteria

Model Sample
size

Length of testlet = 5 Length of testlet = 10

Testlet effect

0.5 1 2 0.5 1 2

RMSE 2PLM 1,000 0.51 0.73 1.22 0.56 0.80 1.24

2,000 0.46 0.63 0.92 0.50 0.76 1.12

2PTM 1,000 0.35 0.43 0.46 0.36 0.45 0.49

2,000 0.32 0.40 0.42 0.29 0.43 0.47

Bias 2PLM 1,000 0.42 0.58 0.97 0.46 0.72 1.07

2,000 0.39 0.53 0.91 0.41 0.70 1.02

2PTM 1,000 0.20 0.25 0.31 0.21 0.30 0.27

2,000 0.19 0.23 0.28 0.18 0.25 0.28

SEE 2PLM 1,000 0.29 0.44 0.74 0.32 0.35 0.63

2,000 0.24 0.34 0.14 0.29 0.30 0.46

2PTM 1,000 0.29 0.35 0.34 0.29 0.34 0.41

2,000 0.26 0.33 0.31 0.23 0.35 0.38
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TABLE 3 | Statistical summary of the difficulty parameter for the dichotomous testlet items.

Evaluation criteria Model Sample size Length of testlet = 5 Length of testlet = 10

Testlet effect

0.5 1 2 0.5 1 2

RMSE 2PLM 1,000 0.22 0.23 0.29 0.23 0.27 0.34

2,000 0.21 0.22 0.28 0.20 0.23 0.30

2PTM 1,000 0.21 0.13 0.16 0.14 0.14 0.17

2,000 0.12 0.11 0.13 0.12 0.13 0.16

Bias 2PLM 1,000 −0.10 −0.12 −0.15 −0.11 −0.14 −0.18

2,000 −0.09 −0.10 −0.13 −0.10 −0.13 −0.16

2PTM 1,000 −0.10 −0.08 −0.07 −0.08 −0.08 −0.07

2,000 −0.07 −0.07 −0.06 −0.07 −0.06 −0.06

SEE 2PLM 1,000 0.20 0.20 0.25 0.20 0.23 0.29

2,000 0.19 0.20 0.25 0.17 0.19 0.25

2PTM 1,000 0.20 0.20 0.25 0.20 0.23 0.29

2,000 0.10 0.08 0.12 0.10 0.12 0.15

TABLE 4 | Statistical summary of the ability parameter for the dichotomous testlet items.

Evaluation criteria Model Sample size Length of testlet = 5 Length of testlet = 10

Testlet effect

0.5 1 2 0.5 1 2

RMSE 2PLM 1,000 0.24 0.27 0.31 0.26 0.31 0.37

2,000 0.22 0.26 0.27 0.24 0.29 0.34

2PTM 1,000 0.18 0.21 0.23 0.20 0.21 0.27

2,000 0.17 0.19 0.22 0.18 0.20 0.24

Bias 2PLM 1,000 −0.11 −0.12 0.14 −0.13 −0.15 −0.19

2,000 −0.10 −0.11 0.12 −0.11 −0.14 −0.15

2PTM 1,000 −0.08 −0.08 0.07 −0.07 −0.08 −0.07

2,000 −0.07 −0.06 0.06 −0.06 −0.07 −0.06

SEE 2PLM 1,000 0.21 0.24 0.28 0.23 0.27 0.32

2,000 0.20 0.24 0.24 0.21 0.25 0.31

2PTM 1,000 0.16 0.19 0.22 0.19 0.19 0.26

2,000 0.15 0.18 0.21 0.17 0.19 0.23

TABLE 5 | Statistical summary of the discrimination parameter for the polytomous testlet items.

Evaluation criteria Model Sample size Length of testlet = 5 Length of testlet = 10

Testlet effect

0.5 1 2 0.5 1 2

RMSE GRM 1,000 0.65 0.69 0.97 0.67 0.72 1.04

2,000 0.61 0.63 0.91 0.67 0.70 0.95

GRTM 1,000 0.38 0.37 0.32 0.32 0.33 0.29

2,000 0.36 0.34 0.31 0.31 0.32 0.29

Bias GRM 1,000 0.69 0.74 1.03 0.73 0.83 1.12

2,000 0.68 0.73 1.02 0.71 0.79 1.04

GRTM 1,000 0.41 0.43 0.39 0.34 0.36 0.45

2,000 0.38 0.37 0.39 0.32 0.35 0.42

SEE GRM 1,000 0.23 0.27 0.35 0.29 0.41 0.42

2,000 0.30 0.37 0.46 0.23 0.37 0.42

GRTM 1,000 0.15 0.22 0.22 0.11 0.14 0.34

2,000 0.12 0.15 0.24 0.08 0.14 0.30
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cumulative probability with category 1, the response was coded
as “0”; if the random number was between the cumulative
probability with category 1 and the cumulative probability with
category 2, the response was coded as “1”; if the random
number was between the cumulative probability with category

2 and the cumulative probability with category 3, the response
was coded as “2”; if the random number was between the
cumulative probability with category 3 and the cumulative
probability with category 4, the response was coded as “3”;
otherwise, as “4.”

TABLE 6 | Statistical summary of the difficulty parameter for the polytomous testlet items.

Evaluation
criteria

Model Sample
size

Length of
testlet

Testlet effect

0.5 1 2

b1 b2 b3 b4 b1 b2 b3 b4 b1 b2 b3 b4

RMSE GRM 1,000 5 0.35 0.20 0.24 0.43 0.36 0.21 0.25 0.45 0.41 0.23 0.28 0.49

10 3.49 1.89 1.74 3.22 3.21 1.75 1.61 2.98 2.99 1.61 1.49 2.76

2,000 5 0.33 0.18 0.22 0.42 0.35 0.20 0.23 0.44 0.40 0.22 0.26 0.48

10 3.45 1.86 1.76 3.24 3.22 1.74 1.62 2.99 2.96 1.61 1.49 2.73

GRTM 1,000 5 0.27 0.19 0.15 0.16 0.33 0.18 0.24 0.26 0.22 0.16 0.16 0.20

10 0.35 0.20 0.25 0.44 0.36 0.21 0.25 0.45 0.40 0.23 0.27 0.49

2,000 5 0.27 0.17 0.14 0.12 0.18 0.14 0.12 0.12 0.19 0.14 0.13 0.16

10 0.35 0.18 0.24 0.41 0.37 0.20 0.24 0.44 0.41 0.23 0.25 0.47

Bias GRM 1,000 5 0.22 0.02 −0.15 −0.35 0.23 0.02 0.15 −0.37 0.30 0.04 −0.16 −0.41

10 2.42 0.94 −0.63 −2.03 2.66 0.86 0.58 −2.18 2.89 0.78 −0.54 −2.39

2,000 5 0.20 0.01 −0.14 −0.29 0.21 0.01 0.13 −0.36 0.27 0.02 −0.14 −0.38

10 2.40 0.92 −0.67 −2.05 2.64 0.87 −0.60 −2.16 2.84 0.76 −0.54 −2.36

GRTM 1,000 5 −0.17 −0.11 −0.07 −0.01 −0.13 −0.10 −0.07 −0.05 −0.08 −0.09 −0.10 −0.11

10 0.23 0.02 −0.15 −0.36 0.24 0.02 −0.16 −0.36 0.29 0.04 −0.19 −0.43

2,000 5 −0.15 −0.09 −0.07 −0.01 −0.14 −0.11 −0.09 −0.05 −0.07 −0.09 −0.09 −0.10

10 0.22 0.02 −0.14 −0.33 0.23 0.03 −0.15 −0.36 0.27 0.05 −0.16 −0.40

SEE GRM 1,000 5 0.27 0.20 0.19 0.25 0.28 0.21 0.20 0.26 0.28 0.23 0.23 0.27

10 2.51 1.64 1.62 2.50 1.80 1.52 1.50 2.03 0.77 1.41 1.39 1.38

2,000 5 0.19 0.06 0.17 0.40 0.30 0.14 0.20 0.42 0.35 0.17 0.23 0.45

10 2.48 1.62 1.63 2.51 1.84 1.51 1.50 2.07 0.83 1.42 1.39 1.37

GRTM 1,000 5 0.21 0.15 0.13 0.16 0.30 0.15 0.23 0.26 0.20 0.13 0.12 0.17

10 0.26 0.20 0.20 0.25 0.27 0.21 0.19 0.27 0.28 0.23 0.19 0.23

2,000 5 0.22 0.14 0.12 0.12 0.11 0.09 0.08 0.11 0.18 0.11 0.09 0.12

10 0.27 0.18 0.19 0.24 0.29 0.20 0.19 0.25 0.31 0.22 0.19 0.25

TABLE 7 | Statistical summary of the ability parameter for the polytomous testlet items.

Evaluation criteria Model Sample size Length of testlet = 5 Length of testlet = 10

Testlet effect

0.5 1 2 0.5 1 2

RMSE GRM 1,000 0.22 0.25 0.32 0.25 0.30 0.37

2,000 0.21 0.24 0.28 0.24 0.29 0.32

GRTM 1,000 0.22 0.22 0.23 0.22 0.24 0.24

2,000 0.20 0.21 0.23 0.21 0.22 0.23

Bias GRM 1,000 −0.08 −0.11 −0.14 −0.10 −0.13 −0.19

2,000 −0.07 −0.09 −0.13 −0.09 −0.13 −0.17

GRTM 1,000 −0.09 −0.08 −0.08 −0.09 −0.08 −0.09

2,000 −0.08 −0.06 −0.07 −0.07 −0.07 −0.09

SEE GRM 1,000 0.20 0.22 0.29 0.23 0.27 0.32

2,000 0.20 0.22 0.25 0.22 0.26 0.27

GRTM 1,000 0.20 0.20 0.22 0.20 0.23 0.22

2,000 0.18 0.20 0.22 0.20 0.21 0.21
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TABLE 8 | Parameters of the dichotomous items for the reference form and new form.

Reference form New form

Items Testlets a b Items Testlets a b

Non-anchor items 1 1.53 0.18 Non-anchor items 1 1.45 −0.59

2 2.32 −1.49 2 1.04 −0.17

3 1.04 −1.62 3 1.83 −1.19

4 1.71 0.89 4 1.25 −1.62

5 1.47 0.63 5 1.40 1.63

6 1.68 −1.22 6 1.52 −1.22

7 1.49 −0.07 7 1.42 −1.47

8 1.48 −0.04 8 1.53 −0.51

9 2.20 −1.05 9 1.92 1.68

10 1.13 −2.05 10 1.64 0.55

11 1.04 −0.56 11 1.37 −0.34

12 1.11 −1.30 12 1.56 1.67

13 1.28 0.78 13 1.46 0.85

14 1.53 0.91 14 1.58 0.32

15 1.35 0.67 15 1.12 0.17

16 1.68 −1.58 16 1.62 −0.03

17 1.73 0.43 17 1.94 0.20

18 1.64 0.65 18 1.02 0.12

19 1.11 0.15 19 1.53 0.50

20 1.85 −0.57 20 1.23 −0.93

21 1 1.09 1.35 21 1 1.52 1.64

22 1 2.32 1.53 22 1 1.67 −1.11

23 1 1.52 0.97 23 1 1.68 −1.11

24 1 0.81 0.54 24 1 1.70 −0.71

25 1 1.25 1.05 25 1 0.24 0.19

26 2 1.39 0.01 26 1 1.12 −0.45

27 2 1.91 −1.43 27 1 1.43 0.62

28 2 1.48 1.76 28 1 0.68 −0.40

29 2 2.36 −0.44 29 1 1.68 0.72

30 2 1.76 −0.61 30 1 2.34 −1.86

31 3 1.04 −1.05 31 2 1.74 −0.83

32 3 2.15 −0.86 32 2 1.70 0.65

33 3 1.75 0.24 33 2 0.80 0.81

34 3 1.35 −0.55 34 2 1.75 0.27

35 3 1.78 0.66 35 2 1.62 −0.19

36 4 1.91 −0.99 36 2 1.72 0.87

37 4 1.63 2.87 37 2 0.31 −1.49

38 4 1.12 −0.07 38 2 0.96 −0.38

39 4 1.23 −0.68 39 2 1.24 0.02

40 4 0.75 0.11 40 2 1.78 0.17

Anchor items 41 5 1.45 −0.59 Anchor items 41 3 1.46 −0.15

42 5 1.04 −0.17 42 3 1.51 −0.64

43 5 1.83 −1.19 43 3 1.87 1.10

44 5 1.25 −1.62 44 3 1.67 0.27

45 5 1.40 1.63 45 3 1.53 −0.43

46 6 1.52 −1.22 46 3 1.24 0.40

47 6 1.42 −1.47 47 3 1.52 −1.53

48 6 1.53 −0.51 48 3 1.52 −0.52

49 6 1.92 1.68 49 3 1.69 0.01

50 6 1.64 0.55 50 3 1.82 1.31

51 1.37 −0.34 51 1.56 −1.62

(Continued)
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TABLE 8 | (Continued)

Reference form New form

Items Testlets a b Items Testlets a b

52 1.56 0.61 52 1.46 −0.06

53 1.46 0.85 53 1.47 −0.35

54 1.58 0.32 54 1.61 0.86

55 1.12 0.17 55 1.42 −0.73

56 1.62 −0.03 56 1.78 −0.84

57 1.94 0.20 57 2.00 −0.83

58 1.02 0.12 58 2.14 0.42

59 1.53 0.50 59 1.56 −0.39

60 1.23 −0.93 60 1.80 −1.70

Mean 1.51 −0.06 1.50 −0.12

Standard deviation 0.36 1.00 0.38 0.92

An R (version 3.3.1, R Core Team, 2016) program was
written to generate data and calibrate the response data by the
2PL model, the 2PTM, the GRM, and the GRTM, respectively.
The program flexMIRT (Cai, 2017) were used to conduct the
concurrent calibration. Related R codes could be requested from
the correspondence author.

Evaluation Criteria
The focus of our study was not only on comparing IRT and TRT
models, but also on the effect of testlet effect, sample size and
length of testlet items on parameter estimates produced by IRT
and TRT models. Therefore, we used the equating bias, standard
error of equating and root mean square error to assess the
performance of IRT models and TRT models for the dichotomous
and polytomous items in the context of equating tests composed
of testlets. Bias is an indicator of systematic error in equating.
SEE is an indicator of random sampling error in equating. RMSE
represents the total error in equating, which were defined as

Bias =
1
R

R∑
r = 1

λ̂−λ (7)

SEE =

√√√√ 1
R

R∑
r = 1

(
λ̂−λ̂

)2
(8)

RMSE =

√√√√ 1
R

R∑
r = 1

(̂
λ−λ

)2
, (9)

where λ̂ and λ were the estimated and true values for item
parameters and ability parameter, R was the total number of
replications (Each condition was replicated 500 times in this
study), and λ̂ was the average of λ̂ over the R replications.

RESULTS

Tables 2, 3 summarize the results of computing the RMSE, bias
and SEE of equating accuracy of the discrimination parameter

and difficulty parameter for the dichotomous testlet item. In
terms of the bias and SEE, it is clear that the values of 2PTM were
smaller than that of 2PLM. The discrimination parameters were
overestimated for all conditions, but the difficulty parameters
were underestimated. With regard to the RMSE, the RMSE
values of 2PTM were smaller than that of 2PLM across all
simulation conditions. Besides, a large sample size resulted in
a smaller bias and RMSE. The bias, SEE and RMSE of 2PLM
increased as the testlet effect and the length of testlet increased.
However, no systematic patterns were observed for the bias,
SEE and RMSE of 2PTM as the testlet effect and the length of
testlet increased. In summary, the 2PTM had higher equating
accuracy than the 2PLM for the discrimination parameter
and difficulty parameter under different simulation conditions.
Further, both two models could reduce the equating error with
a larger sample.

The values of RMSE, bias and SEE of the ability parameter
for the dichotomous testlet item across all simulation
conditions are presented in Table 4. In terms of the bias,
the ability parameter was underestimated under different
conditions. A short length of testlet and a small testlet
effect were associated with a more precise estimation of
the ability parameter. In addition, similar trends can also
be observed that the RMSE, bias and SEE decreased as the
sample size increased. On the whole, the 2PTM performed
better than the 2PLM.

Table 5 summarizes the results of computing the RMSE, bias
and SEE of equating accuracy of the discrimination parameter
for the polytomous testlet item. In terms of the bias and SEE,
it is clear that the values of GRTM were smaller than that of
GRM. The discrimination parameters were overestimated for
all conditions. With regard to the RMSE, the RMSE values of
GRTM were smaller than that of GRM across all simulation
conditions. The same findings for the dichotomous testlet item
applied to the polytomous testlet item, as evidenced by the
results that a long length of testlet (i.e., 10) and a high testlet
effect (i.e., 2) resulted in a larger RMSE of GRTM. In addition,
the patterns of the bias, SEE and RMSE of GRTM were the
same as those in the dichotomous testlet item. Additionally,
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TABLE 9 | Parameters of the polytomous items for the reference form and new form.

Reference form New form

Items Testlets a b1 b2 b3 b4 Items Testlets a b1 b2 b3 b4

Non-anchor items 1 0.59 −0.03 0.27 0.50 0.56 Non-anchor items 1 1.21 −1.40 −1.17 −0.24 0.80

2 0.59 −2.45 −1.52 −0.96 0.10 2 1.12 −2.00 −0.72 0.05 0.06

3 1.39 −1.38 −0.17 0.47 1.73 3 1.13 −1.02 −0.61 −0.35 0.15

4 1.20 −0.70 0.35 0.77 1.01 4 1.18 −1.07 −0.86 −0.19 0.44

5 1.31 −0.20 0.15 0.63 2.07 5 1.27 −1.17 −0.76 −0.20 1.60

6 0.88 −0.49 0.00 0.36 1.19 6 1.37 −0.67 −0.66 −0.35 0.18

7 0.83 −1.01 −0.46 −0.30 0.70 7 1.21 −2.63 −0.53 1.35 2.56

8 0.68 −1.00 0.46 0.98 1.35 8 1.21 −1.10 0.04 0.42 0.44

9 1.17 −0.32 0.00 0.23 1.71 9 1.01 −0.57 0.32 0.50 1.23

10 1.36 −0.93 −0.76 −0.52 1.04 10 1.46 0.13 0.90 0.96 1.01

11 1.28 −1.68 −0.99 −0.48 1.33 11 1.11 −0.01 0.92 1.58 2.47

12 0.74 −1.17 −0.73 −0.69 0.76 12 1.31 −0.92 −0.68 0.43 0.76

13 1.26 −1.34 −1.15 0.22 0.52 13 1.59 −1.12 −1.09 −0.52 0.21

14 1.00 −0.58 −0.05 0.29 1.20 14 1.74 0.22 0.37 1.14 1.14

15 1.37 −0.36 −0.09 0.81 1.02 15 1.18 −0.15 0.54 0.86 0.92

16 0.74 −1.86 −0.21 0.12 1.26 16 1.62 −0.53 −0.07 0.07 0.64

17 0.80 −0.89 −0.32 0.37 0.73 17 1.20 −0.47 0.15 0.85 1.50

18 0.74 −1.67 −0.72 0.62 1.32 18 1.22 −0.89 −0.21 0.52 0.66

19 1.31 −0.92 −0.65 0.41 1.66 19 1.18 −0.90 −0.84 −0.75 0.75

20 0.86 −1.04 −0.78 −0.15 1.28 20 1.46 −1.62 −0.83 0.12 1.22

21 1 1.00 −0.59 0.16 0.20 0.64 21 1 0.98 −1.18 −0.93 −0.66 1.25

22 1 1.60 −0.79 −0.09 0.05 1.46 22 1 1.06 −0.35 −0.19 0.37 0.87

23 1 1.03 −1.48 −0.64 −0.46 0.46 23 1 0.35 −0.87 −0.42 0.42 0.98

24 1 0.59 −0.40 1.22 1.23 2.06 24 1 0.79 −1.42 −0.90 −0.47 0.49

25 1 0.89 −0.88 −0.40 1.03 2.53 25 1 1.11 −0.30 −0.16 −0.16 0.61

26 2 1.00 −1.29 −0.94 −0.38 0.77 26 1 1.29 −1.28 −0.97 −0.85 0.74

27 2 1.24 −2.03 −1.34 −0.05 0.59 27 1 1.32 −0.87 −0.31 0.50 1.01

28 2 1.13 −0.88 −0.47 0.07 1.06 28 1 1.44 −1.04 0.27 0.71 1.54

29 2 0.60 −0.97 −0.67 −0.03 0.71 29 1 0.47 −1.36 −0.81 −0.37 −0.16

30 2 0.97 −0.62 0.01 0.94 1.59 30 1 1.11 0.13 0.41 1.10 1.32

31 3 1.23 −1.20 −1.01 0.64 0.80 31 2 0.71 −0.88 −0.03 0.06 0.42

32 3 1.07 −0.36 −0.34 −0.32 0.54 32 2 0.85 −0.95 0.26 2.02 2.54

33 3 0.36 −1.04 −0.49 0.14 1.00 33 2 1.18 −1.08 −0.85 −0.07 0.56

34 3 0.76 −1.68 0.69 0.74 1.01 34 2 1.08 −1.17 0.30 0.98 1.70

35 3 0.90 0.45 0.72 1.16 1.69 35 2 1.15 −1.24 −0.40 0.91 1.55

36 4 1.80 −1.81 0.14 0.96 1.19 36 2 0.46 −0.70 −0.18 0.52 0.84

37 4 1.13 0.66 0.88 1.01 1.93 37 2 0.55 −2.01 −0.78 −0.38 −0.10

38 4 1.26 −1.20 −0.15 0.44 0.79 38 2 1.68 −1.45 −0.31 −0.22 0.22

39 4 1.00 −2.07 0.09 0.11 0.19 39 2 0.90 −2.05 −0.59 1.51 1.60

40 4 0.56 −1.26 −0.38 0.23 0.62 40 2 1.98 −0.09 0.99 1.98 2.42

Anchor items 41 5 1.21 −1.40 −1.17 −0.24 0.80 Anchor items 41 3 0.93 −1.19 −1.14 −0.15 0.23

42 5 1.12 −2.00 −0.72 0.05 0.06 42 3 1.57 −0.01 0.20 1.20 1.26

43 5 1.13 −1.02 −0.61 −0.35 0.15 43 3 0.86 −2.01 0.25 0.75 1.07

44 5 1.18 −1.07 −0.86 −0.19 0.44 44 3 0.69 −0.33 0.79 0.96 1.07

45 5 1.27 −1.17 −0.76 −0.20 1.60 45 3 1.22 −0.94 −0.27 0.68 0.77

46 6 1.37 −0.67 −0.66 −0.35 0.18 46 3 0.89 −0.94 −0.68 0.48 2.29

47 6 1.21 −2.63 −0.53 1.35 2.56 47 3 0.80 −1.19 −1.11 −0.40 0.19

48 6 1.21 −1.10 0.04 0.42 0.44 48 3 1.30 −1.50 −1.03 −0.21 0.71

49 6 1.01 −0.57 0.32 0.50 1.23 49 3 1.03 −0.39 0.28 0.29 0.35

50 6 1.46 0.13 0.90 0.96 1.01 50 3 1.11 −2.57 −1.05 −0.52 1.02

51 1.11 −0.01 0.92 1.58 2.47 51 0.94 −1.57 0.05 0.51 0.90

(Continued)

Frontiers in Psychology | www.frontiersin.org 8 January 2022 | Volume 12 | Article 74336262

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-743362 January 6, 2022 Time: 13:45 # 9

Huang et al. Polytomous Testlet Response Theory Model

TABLE 9 | (Continued)

Reference form New form

Items Testlets a b1 b2 b3 b4 Items Testlets a b1 b2 b3 b4

52 1.31 −0.92 −0.68 0.43 0.76 52 0.64 −2.00 0.75 0.79 1.30

53 1.59 −1.12 −1.09 −0.52 0.21 53 1.07 −0.61 −0.48 1.65 2.36

54 1.74 0.22 0.37 1.14 1.14 54 0.67 −0.47 0.00 0.10 0.35

55 1.18 −0.15 0.54 0.86 0.92 55 1.36 0.52 0.59 1.17 1.24

56 1.62 −0.53 −0.07 0.07 0.64 56 0.97 −0.27 0.00 0.30 0.40

57 1.20 −0.47 0.15 0.85 1.50 57 0.68 −2.02 −0.25 0.51 1.23

58 1.22 −0.89 −0.21 0.52 0.66 58 0.54 −0.69 −0.23 0.03 1.01

59 1.18 −0.90 −0.84 −0.75 0.75 59 1.01 −1.74 −1.33 −1.30 0.54

60 1.46 −1.62 −0.83 0.12 1.22 60 0.70 −1.95 0.62 0.67 0.84

Mean 1.10 −0.96 −0.27 0.29 1.05 1.10 −1.00 −0.26 0.36 0.97

SD 0.31 0.67 0.61 0.58 0.60 0.33 0.69 0.61 0.72 0.66

a large sample size resulted in a smaller bias and RMSE for
both GRM and GRTM.

Regarding the difficulty parameter for the polytomous testlet
item, as shown in Table 6, with regard to the bias, SEE and RMSE,
a long testlet length was associated with a less precise estimation
of the difficulty parameter, and testlet effect and sample size
had a trivial impact on the difficulty parameter for the GRTM.
Additionally, the results were consistent across all categories.
On the contrary, the difficulty parameter estimation was worse
with a longer testlet length and a larger testlet effect for the
GRM. Furthermore, the difficulty parameter estimation of the
category 1 and category 4 were more deteriorated compared
with the category 2 and category 3 for the GRM. Similarly,
the sample size had a trivial effect on the on the difficulty
parameter for the GRM. In summary, the GRTM performed
better than the GRM.

For the ability parameter, as shown in Table 7, the
parameter was underestimated under different conditions
as indicated by the bias. The same findings for the dichotomous
testlet item applied to the polytomous testlet item, as
evidenced by the results that a short length of testlet and
a small testlet effect were associated with a more precise
estimation of the ability parameter. Additionally, a large
sample size resulted in a smaller bias, SEE and RMSE for
both GRM and GRTM.

DISCUSSION

In this study, we compared the performance of IRT models and
TRT models for the dichotomous and polytomous items in the
context of equating tests composed of testlets. For achieving the
most generalization, in this study, the 2PL and the TRT model
were selected as the item response functions for the dichotomous
items, and the GRM and GRTM model were selected as the item
response functions for the polytomous items. In addition, several
factors were examined through the simulation studies including
(a) testlet effect, (b) length of testlet items, and (c) sample size.

The simulation results showed that the TRT model always
performed much more better than 2PL model when LID

was present across all the test conditions. Previous studies
had demonstrated that the TRT model could provide more
flexibility and accuracy to the testlet-based test equating
(Bradlow et al., 1999; Wainer et al., 2000; DeMars, 2006;
Cao et al., 2014). Further, in addition to the confirmation
of previous findings, one important contribution of this
study was that a comparison was made between GRM and
GRTM, which was an extension of testlet-based equating
to the polytomous testlet response theory model. Despite
the growing recognition of the testlet-based equating, the
polytomous testlet response theory model has received little
attention in the literature. Comparisons made in this study
showed that the GRTM yielded more accurate item parameter
estimates than the GRM when LID was present. One possible
explanation could be that the GRTM, as a development
from the GRM, provides more accuracy to model testlet-
based tests. Therefore, use of the TRT-based models is
recommended for both the dichotomous and polytomous items
as they will minimize the impact of LID on the testlet-
based equating.

Moreover, as in the simulation study, several factors were
examined. In terms of testlet effect, it was seen that both the 2PL
model and GRM were more sensitive, whereas the TRT model
and GRTM seemed relatively robust as testlet effect increased
from low to high. This general pattern has been consistently
observed in the previous study with the comparison of different
IRT models on testlet-based test equating for the dichotomous
items (Cao et al., 2014), but the previous study has not taken the
polytomous items into consideration. Concerning the length of
testlet items, it was clear, as discussed earlier, that the TRT model
and GRTM were more accurate as the length of testlet items
increased than were the 2PL model and GRM. More specifically,
the 2PL model and GRM consistently revealed a substantial
amount of bias in parameter estimating, which led to larger
overall equating errors. This may be the case because both the
2PL model and GRM could lead to the misestimation of item
parameters when they were used to handle the LID caused by
testlet (Zenisky et al., 2002; Keller et al., 2003). Under the NEAT
design, both IRT-based models and TRT-based models tended to
have smaller errors with a larger sample size primarily due to the
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reduced errors of parameter estimating. Given the fact that most
equating procedures require large samples for accurate estimates
(Kolen and Brennan, 2014; Babcock and Hodge, 2019).

Although the current research successfully used the
concurrent calibration to compare the performance of IRT
models and TRT models for the dichotomous and polytomous
items in the context of equating tests composed of testlets, it is
not without limitations. First, there are various polytomous IRT
models, such as the nominal response model, or the generalized
partial credit model (Nering and Ostini, 2010; van der Linden,
2016). More research is needed to compare polytomous items
with other models in the context of equating tests composed
of testlets. Second, this article considered two particular test
formats: dichotomous items and polytomous items, respectively.
In practice, the test format (e.g., mixed-format tests) might
be more complex depending on the purpose of the test (von
Davier and Wilson, 2007). Future research could focus on testlet-
based equating with other types of test formats. Third, careful
attention should be paid to the generalization of these findings
because of the specific conditions in these two simulation studies
(as shown in Tables 8, 9). For example, the discrimination
parameter used in our studies are higher compared with
other test equating studies. Future research should continue
to investigate the performance of TRT-based models in other
equating contexts, such as the equating for the multidimensional
tests (Kim et al., 2019).
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Objective: Caring for patients with Alzheimer’s disease (AD) is a stressful situation and
an overwhelming task for family caregivers. Therefore, these caregivers need to have
their hardiness empowered to provide proper and appropriate care to these older adults.
From the introduction of the concept of hardiness, few studies have been conducted to
assess the hardiness of caregivers of patients with AD. Presumably, one reason for this
knowledge gap is the lack of a proper scale to evaluate hardiness in this group. This
study was conducted to develop a reliable and valid Family Caregivers’ Hardiness Scale
(FCHS) to measure this concept accurately among Iranian family caregivers sample.

Methods: This study is a cross-sectional study with a sequential-exploratory mixed-
method approach. The concept of family caregivers’ hardiness was clarified using
deductive content analysis, and item pools were generated. In the psychometric step,
the samples were 435 family caregivers with a mean age of 50.26 (SD ± 13.24), and
the data were gathered via an online form questionnaire. In this step, the items of
the FCHS were evaluated using face and content validity. Then, the factor structure
was determined and confirmed using exploratory factor analysis (EFA) and confirmatory
factor analysis (CFA) followed by convergent and divergent validity, respectively. Finally,
scale reliability, including stability, and internal consistency were evaluated.

Results: The finding revealed that FCHS consists of five factors, namely, “Religious
Coping” (5 items), “Self-Management” (6 items), “Empathic Communication” (3 items),
“Family Affective Commitment” (3 items), and “Purposeful Interaction” (4 items) that
explained 58.72% of the total variance. The results of CFA showed a good model fit.
Reliability showed acceptable internal consistency and stability.

Conclusion: Based on the results of the psychometric evaluation of the FCHS,
turned out that the concept of hardiness in Iranian family caregivers is a
multidimensional concept that is most focused on individual-cultural values, emotional
family relationships, and social relationships. The designed scale also has acceptable
validity and reliability features that can be used in future studies to measure this concept
in family caregivers.

Keywords: family caregivers, Alzheimer, hardiness, validity, psychometric, scale
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INTRODUCTION

Aging has become one of the greatest concerns around the
world due to increasing life expectancy and decreasing mortality
(Santos da Silva et al., 2018). Based on the WHO reports, in
2019, 703 million people aged 65 years and older worldwide,
and it will reach 1.5 billion people by 2030. This increase in
developing countries such as Iran will occur faster than in
developed countries (World Health Organization [WHO], 2020).

Aging is a natural and inevitable process of life and is
associated with a series of physical, cognitive, and emotional
changes (Pashaki et al., 2015). Alzheimer’s disease (AD) is
one of the most common types of cognitive disorder that
affects the memory, thinking, and behavior of older adults
and reduces the person’s ability to live independently (Santos
da Silva et al., 2018). The Alzheimer’s Disease International
(ADI) Federation estimates 35.6 million people live with AD
worldwide, and it will double every 5 years after the age
of 65 years (Alzheimer’s Disease International [ADI], 2017;
Trevisan et al., 2019). Since older adults with AD are limited
in performing their activities of daily living, they need to
be supported by a formal or informal caregiver (Santos
da Silva et al., 2018). Due to the interdependence between
family members, declining household incomes especially in
developing countries such as Iran, the lack of formal support
systems, more than 81% of these patients are in need of care
by family caregivers (Sharifi et al., 2016). Family caregivers
are considered informal caregivers and lack training; these
individuals do not receive any reimbursement for their services
(Lynch et al., 2018).

The caregiver burden for family caregivers of patients
with AD is heavy work, and caring for patients with AD is
stressful and can become overwhelming for family caregivers.
As the severity of the disease increases, it affects all aspects
of these caregivers’ lives and can produce many acute and
chronic physical and emotional problems for family caregivers
(Armstrong et al., 2019). Thus, caregivers can be considered
“invisible secondary patients” (Ashrafizadeh et al., 2021).
Previous studies have shown that depression, anxiety, stress,
and burnout are the most common sequela of caring for family
caregivers of patients with AD. So that, more than 80% of
caregivers suffer from stress and burnout, 30–40% suffer from
depression, and 44% suffer from anxiety (Baharudin et al.,
2019; Fujihara et al., 2019). Therefore, for these caregivers to
be able to adapt properly to the situation and not suffer from
the negative side effects, they need the ability, competence,
and skills to adapt to the situation (Lynch et al., 2018).
According to Hooker et al., personal characteristics such
as hardiness can be a major factor in changing the care
experience when caring for patients with AD and increase
the caregivers’ ability for positive coping with these stresses
(Hooker et al., 1998).

Background
Hardiness was first proposed by Kobasa (1979). It is one of
these effective personal characteristics which makes sense in the
face of stressful situations and is considered as a moderating

variable in the relationship between stress and its physical
and psychological effects (Abdollahi et al., 2018). According
to Kobasa, hardiness is a combination of attitudes and beliefs
that motivate a person to do hard and strategic work in the
face of stressful and difficult situations and can turn adversity
into an opportunity for growth (Maddi, 2002). Accordingly, this
concept consists of three components, namely, commitment,
control, and challenge (Kobasa, 1979). Commitment refers to
a tendency to engage in life’s activities and to have a real
interest and curiosity about the world around them. Control
refers to the belief that individuals can influence the events
of their lives; and finally, challenge points to the belief that
change, rather than stability, is a natural part of life, which
creates opportunities for personal growth rather than threatening
security (Maddi, 2002). Studies show the positive effect of
hardiness on health and performance in different groups such
as college students, cadets, nursing students, and managers in
different stressful situations (Kelly et al., 2014; Abdollahi et al.,
2018; Tho, 2019). One meta-analytic review showed that hardy
individuals are likely to have more life satisfaction, a better
job or school performance, more optimism, greater self-esteem,
and a sense of coherence as well as higher mental health;
but individuals with low hardiness experience more negative
effects from stressful situations such as depression and anxiety
(Eschleman et al., 2010).

Since caring for patients with AD is a unique and stressful
situation for family caregivers, to provide proper and appropriate
care to these patients, these caregivers need to have the
hardiness trait in order to be empowered. As a moderating
factor, hardiness can prevent problems for the caregivers
such as fatigue, burnout, depression, sleep disorders, and
reduced quality of life. Hardiness can also prevent the patients
from neglect, abuse, poor quality care, ignoring vital needs,
and aggravation of the disease (Clark, 2002; DiBartolo and
Soeken, 2003). It is noteworthy that since the introduction
of the concept of hardiness, few studies have assessed the
hardiness of caregivers of patients with AD. Presumably, one
reason for this knowledge gap is the lack of a proper scale
to evaluate hardiness in this group. Several questionnaires
have been developed for measuring hardiness in different
groups such as students (Benishek and Lopez, 2001), bereaved
parents (Lang et al., 2003), and employees (Moreno-Jiménez
et al., 2014). However, the caregiving for patients with AD
is completely different from the previous studies about the
role of hardiness.

Therefore, considering that the Iran population is aging, AD
is an age-related phenomenon, and that patients with AD are
mostly cared for by family caregivers, therefore, Iran will need
to prepare hardy family caregivers. Furthermore, since hardiness
can be taught to individuals, nurses and therapists will be able
to design appropriate interventions to improve their hardiness
and thus improve care and reduce complications. Knowing the
level of the caregiver’s hardiness or evaluating the effectiveness
of interventions requires an accurate scale. Thus, this study was
conducted to clarify the concept of hardiness in family caregivers
of patients with AD and then develop a reliable and valid scale to
measure this concept accurately.
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MATERIALS AND METHODS

Design
This is a cross-sectional study to evaluate the psychometrics of
the Family Caregivers’ Hardiness Scale (FCHS) from July 2020
to October 2021 in family caregivers of patients with AD. It
was performed in two stages: (1) qualitative by directed content
analysis approach to generate items and (2) quantitative approach
to assess the psychometric properties of the developed scale.

Qualitative Study and Item Generation
The purpose of this stage was to clarify the family caregivers’
hardiness concept and make an item pool for designing the target
scale. For this purpose, based on the Kobasa’s model of hardiness,
the deductive directed content analysis by Elo and Kyngäs (2008)
was used to clarify the concept of the family caregivers’ hardiness
in caring for patients with AD. The related structures were
identified, and the items were produced in two steps: reviewing
the literature and examining the experiences and perceptions
of the participants through interviews. The deductive-directed
content analysis includes three phases, namely, preparation,
organization, and reporting.

First Step: A Review of the Literature
Electronic databases such as PubMed, Scopus, ISI Web of Science,
and Persian databases such as Magiran, SID, and Iran Medex were
searched using the keywords “hardiness,” “personality hardiness,”
“hardy personality,” “caregiver hardiness,” “caregivers,” “family
caregivers,” “non-professional caregivers,” “spouse caregivers,”
“dementia,” and “Alzheimer” with no time limit. Studies with
the following inclusion criteria were selected: relevance of the
study, access to the full text of the article, and English and Persian
language. In this search, duplicate and irrelevant articles, studies
published in non-Persian and non-English languages, and short
articles such as the editorial and commentarial materials were
excluded. In the initial search, a total of 3,560 English articles and
430 Persian articles were obtained. After applying the inclusion
and exclusion criteria, 23 articles were entered the analysis stage
to extract initial codes. In the preparation phase, the text of each
article was read several times by the researcher (L.H) as a unit
of analysis to immerse in the data and to provide key points
and clear descriptions of each aspect of the hardiness concepts
based on the Kobasa hardiness model. Then, in the organizing
phase, the researchers formed an unconstrained matrix derived
from the Kobasa Hardiness Model. Initial codes (n = 198) were
classified as categories derived from the dimension of hardiness
(i.e., main categories of commitment, control, and challenge
and two new main categories: connection and culture). The
choice of these names for the main categories was based on the
hardiness concept.

Second Step: An Interview With Participants
Participants
To deeply understand the family caregivers’ hardiness concept,
14 family caregivers with a mean age of 54.57 years were selected
through purposeful sampling with maximum variety and also
snowball sampling from November 2020 to February 2021.

Personal characteristics were as follows: nine daughters, two sons,
and three spouses. Ten participants were married, three were
unmarried, and one of them was a widow. Eight participants had
an academic education, and six had diploma.

Procedure
In-depth and semi-structured interviews (30–90 min) were
conducted with each participant using a combination of model-
derived questions and open-ended questions. Immediately after
the end of each interview, the recorded material was transcribed
word by word. In the preparation phase, the researcher (L.H)
listened to the recorded statements and read the written
interview several times to gain an in-depth understanding of the
participants’ feelings and experiences and then analyzed it using
MAXQDA software version 10. In the organizing phase, similar
to the review of the literature step, the researchers formed an
unconstrained matrix derived from the Kobasa hardiness model,
and a total of 1,604 initial codes were extracted, leaving 606 initial
codes after deleting duplicates and overlapping cases. These were
classified as categories derived from the dimension of hardiness
(i.e., main categories of commitment, control, and challenge
and two new main categories: connection and culture). Finally,
in reporting phase, the results of both steps were combined
(Hosseini et al., 2021). Also, all stages of directed content analysis
and the findings obtained in this study were reported. The quality
of findings was assessed by Lincoln and Goba’s criteria such
as credibility, dependability, confirmability, and transferability
(Lincoln and Guba, 1986). Finally, based on the result of the
concept analysis and the extracted codes, an item pool (656) was
developed. Later, during frequent meetings of the research team,
writing and grammar and also overlapping and similarity of items
were checked, and some items were merged or deleted. Thus, the
total number of items was reduced from 656 to 97 and then to 54
items. Therefore, at this stage, the 54-item FCHS was developed
to be evaluated for psychometric properties.

Quantitative Study and Item Reduction
During this stage, face, content, and construct validity, as well as
reliability, were used to evaluate the psychometric properties of
the FCHS using a five-point Likert response scale, i.e., 5 (always)
to 1 (never). The sample size of each stage was different, and it
was explained separately in each stage.

Face Validity
Face validity was evaluated with qualitative and quantitative
approaches. In the qualitative approach, the scale was sent to
11 family caregivers who were asked to assess the scale in
terms of difficulty, relevancy, and ambiguity. All items were
understandable to the participants. In the quantitative approach,
we asked the same 11 family caregivers to assess the items in terms
of suitability using a five-point Likert scale (5 = it is completely
suitable, 4 = it is suitable, 3 = it is almost suitable, 2 = it is less
suitable, and 1 = it is not suitable at all). The impact score was
calculated with the formula as follows: impact score = frequency
(%) × suitability. A score of >1.5 was considered acceptable
(Ebadi et al., 2020).
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Content Validity
The content validity of the FCHS was evaluated by the qualitative
and quantitative approaches. In the qualitative approach, the
scale was sent to 12 experts in nursing, psychology and the
development of the instrument to evaluate the items in terms
of grammar and wording, item allocation, and scaling. During
this process, some items were modified by their feedback. In
the quantitative approach, the content validity of the scale was
evaluated by content validity ratio (CVR) and modified kappa
coefficient (K) to ensure that the scale measures the construct
of interest. In CVR, 12 experts evaluated the essentiality of
FCHS in a three-point Likert scale (1 = not essential, 2 = useful
but not essential, and 3 = essential). The CVR was accounted
by the formula as follows: [ne – (N/2)]/(N/2), where “ne” is
the number of experts who rate the items as “Essential” and
N is the total number of experts. The result was interpreted
using the Lawshe rule. The minimum acceptable CVR score was
0.56 (Lawshe, 1975). To assess K to the elimination of chance
effect for each item, 11 experts evaluated the 38-item scale in
terms of relevancy by the dichotomous response: (4 = relevant,
1 = irrelevant). An excellent value of kappa was considered as
>0.75 (Ebadi et al., 2020).

Item Analysis
Before examining the construct validity, an item analysis was
conducted to identify possible problems of items by computing
the corrected item-total correlation. In this step, 32 family
caregivers with a mean age of 52.02 ± 13.91 years were selected
using convenience sampling. They completed the online form of
FCHS. We considered the correlation coefficient between items
lower than 0.32 or above 0.9 as criteria for removing items
(Ebadi et al., 2020).

Construct Validity
Participations and Samples
The sample consisted of Iranian family caregivers of patients
with AD. The inclusion criteria to participate in this study
were as follows: be the family member, relatives, and friends
of the patient (informal caregivers) and providing care for
the patient, agreed to participate in this study, and able to
use social networks such as Telegram and WhatsApp. Based
on the Rule of Thumb that considers 200 participants as the
adequate sample size (MacCallum et al., 1999), 435 family
caregivers were recruited into this phase for two steps: 210
for evaluating exploratory factor analysis (EFA) and 225 for
evaluating confirmatory factor analysis (CFA). The participants
were selected using convenience sampling through social groups
related to the family caregivers of patients with AD and through
the introduction of people. During this phase, data were gathered
online. For this purpose, the online questionnaire was created
via Google Form, and its URL link was sent by email or social
networking applications such as Telegram channel or WhatsApp
for participants.

Measures
The questionnaire used in this step included two sections.
The first section was related to the demographic characteristics

such as age, gender, marital status, education level, employment
status, lifestyle, relationship with the patient, average hours
of care per day (h), and duration of the disease (year). The
second section was FCHS with 32 items to the measuring
of the family caregiver’s hardiness concept with a five-
point Likert scale response (1 = never to 5 = always).
The details of the production phases of FCHS are shown
in Figure 1.

The construct validity of this scale was evaluated by EFA
and CFA. The EFA was assessed through the maximum-
likelihood method with Promax Rotation using SPSS/AMOS26.
Furthermore, the Kaiser-Meyer-Olkin (KMO) and Bartlett’s tests
were used to estimate sample adequacy and suitability. KMO
values higher than 0.9 were interpreted as excellent (Pahlevan
and Sharif, 2021). Horn’s parallel analysis and exploratory graph
analysis were used for extracting factor structure using SPSS
R-Menu2.0. Horn’s parallel analysis method is found to have
consistent results to determine the accurate number of factors
and the original scale. Horn’s parallel analysis creates eigenvalues
that take into account the sampling error inherent in the dataset
by creating a random score matrix of exactly the same rank
and type of the variables we have in our dataset. The actual
matrix values are then compared with the randomly generated
matrix. The numbers of components, after successive iterations,
that account for more variance than the components derived
from the random data are taken as the correct number of
factors to extract (Pahlevan and Sharif, 2021). Factor loading
of almost 0.3 was considered to determine the presence of an
item in a latent factor, and items with communalities < 0.2
were excluded from EFA. Factor loading was estimated using
the following formula: CV = 5.152 ÷

√
(n – 2), where CV

is the number of extractable factors, and N is the sample
size (Pahlevan and Sharif, 2021). Then, the factor structure
determined by EFA was assessed by CFA. The CFA was
performed using the maximum-likelihood method and the most
common goodness-of-fit indices such as chi-square (χ2) test,
chi-square/degree-of-freedom ratio (χ2/df) < 3, Comparative
Fit Index (CFI) > 0.90, Incremental Fit Index (IFI) > 0.90,
Tucker-Lewis Index (TLI) > 0.90, Parsimonious Normed Fit
Index (PNFI) > 0.50, Parsimonious Comparative Fit Index
(PCFI) > 0.50, and root mean square error of approximation
(RMSEA) < 0.08 using SPSS/AMOS26 (Hu and Bentler, 1999;
Pahlevan and Sharif, 2021).

Convergent and Discriminant Validity
The convergent and discriminant validity of the extracted
factors was evaluated using Fornell-Larcker criteria using
JASP15.0.0 as follows: (a) average variance extracted (AVE),
(b) maximum shared squared variance (MSV), and (c)
composite reliability (CR). The AVE > 0.5 and (b) CR
greater than AVE was considered as the minimum requirements
of convergent validity. Also, MSV less than AVE for each
construct was considered the minimum requirement of
the discriminant validity (Pahlevan and Sharif, 2021). In
this study, the discriminant validity was assessed by a new
approach developed by Heseler as Heterotrait-Monotrait Ratio
(HTMT) matrix in which, to achieve discriminant validity,
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Development and psychometric evaluation of family caregivers’ Hardiness 

Stage 1. Qualitative study and Item generation 
- review of literature 

- interview with participants 

- generate an item pool and initial scale 

Item analysis 
-Filling questionnaire by 32 family caregivers and 

determining the corrected item-total correlation

Results 
Qualitative: some items were modified and 4 

items merged into one item 

Quantitative: 13 items were removed during 

CVR and one item was removed during CVI 

Item number: 37 

Results 
Qualitative: All items were preserved.  

Quantitative: All items had impact score higher 

than 1.5 and they were preserved 

Item number: 54

Content validity 
Qualitative: comment of 12 experts  

Quantitative: determining CVR & CVI with 11 experts 

Face validity  
Qualitative: interview with 11 family caregivers 

regarding items 

Quantitative: filling questionnaire by 11 family 

caregivers and determining impact score

Stage 2. Design and psychometric evaluation of 
scale 

Results 
five items were removed according to corrected 

item-total correlation of 0.32 and lower 

Item number: 32

Structure validity 
-Filling questionnaire by 435 family caregivers; 210 

(EFA), and 225 (CFA)

Reliability  
-Evaluating Cronbach's alpha (α), McDonald's omega 

(Ω), the average inter-item correlation (AIC), intra-

class correlation coefficients (ICC), standard error of 

measurement (SEM), Minimal Detectable Change 

(MDC), and Minimal Important Change (MIC) 

Results  
Removing 11 items during EFA and confirming 

items in CFA 

Item number: 21 

Results  
All items were retained  

Item number: 21

FIGURE 1 | Production phases of family caregiver hardiness scale.

all values in the HTMT matrix should be less than 0.85
(Henseler et al., 2015).

Reliability
Reliability was evaluated using internal consistency, stability,
and absolute reliability approaches using JASP15.0.0. The
internal consistency was evaluated using Cronbach’s alpha (α),
McDonald’s omega (�), and the average inter-item correlation
(AIC). Coefficient’s α and � values were > 0.7, and the

AIC of 0.2–0.4 was considered as an acceptable internal
consistency (Sharif Nia et al., 2021). Also, CR and maximum
reliability (Max H reliability) > 0.7 were used to evaluate the
reliability of the construct in the structural education model
(Sharif Nia et al., 2019).

The stability was evaluated by counting the intraclass
correlation coefficients (ICC) of the FCHS with a two-way
random effects model. For this purpose, we used the test-retest
method with a 2-week interval in 15 family caregivers. The
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ICC value > 0.8 is considered an acceptable value of stability
(Pahlevan and Sharif, 2021).

Furthermore, the absolute reliability was evaluated using
standard error of measurement (SEM) by the following formula:
(SEM = SD Pooled ×

√
1− ICC) (Pahlevan and Sharif, 2021).

Finally, the responsiveness was assessed using the minimal
detectable change (MDC) by using the following formula:
MDC95% = SEM ×

√
2 × 1.96 and the minimal important

change (MIC) by using the following formula: MIC = 0.5× SD of
the 1 score. To interpret the MIC, it is necessary to calculate the
limit of agreement (LOA). The LOA was calculated based on the
following formula: LOA = d ± 1.96 × SD difference. If the MIC
is smaller than the MDC or the MIC is not within LOA, the scale
is responsive. Also, interpretability was assessed by evaluating
ceiling and floor effect and MDC (Ebadi et al., 2020).

Multivariate Normality and Outliers
The normal distribution of data was evaluated in two ways,
namely, univariate and multivariate distributions. Univariate
normal distribution was evaluated using skewness (±3) and
kurtosis (±7), and multivariate normality distribution was
assessed by Mardia’s coefficient > 8. The data were evaluated
for the outlier in two ways, namely, univariate and multivariate
outliers. The univariate outlier was assessed through distribution
charts, and the multivariate outlier was assessed through
Mahalanobis distance p < 0.001 (Pahlevan and Sharif, 2021).

Ethical Consideration
The Iran University of Medical Sciences Research Ethics
Committee approved this study (IR. IUMS. REC.1398.1229). In
the beginning of each interview, the purpose of the interview
was explained to the participants, and they were asked to
provide written permission and informed consent to audio record
their answers to questions. In addition, they were reassured
that participation in the study was voluntary. Participants were
assured that their information was confidential.

RESULTS

Item Generation
The results of the review of literature and interview with
participants were combined. Based on the results of this phase,
the concept of family caregivers’ hardiness of patients with AD
had five dimensions, namely, commitment, control, challenge,
connection, and culture. The item pool with 656 items was
generated using initial codes. Out of which 54 items were selected
as items of the FCHS.

Item Reduction
In the face validity step, the score of all items was above 1.5, and
they were found to be suitable. During the assessment of content
validity, in the qualitative approach, four items merged into
one item according to expert panel suggestion. In quantitative
approaches, the CVR of 13 items were < 0.56, and they were
removed, and according to the results of kappa value, the kappa
value of one item was < 0.75, and it was removed (4 items

from the first dimension, 10 items from the second dimension,
1 item from the fourth dimension, and 2 items from the fifth
dimension). Therefore, 17 items were removed, and the total
number of the FCHS was reduced from 54 to 37 items. During
the item analysis step, five items (i.e., items 12, 16, 19, 27, and 33)
were also removed, because they were corrected, the item-total
correlation of 0.32 and lower and the final FCHS with 32 items
were entered into the factor analysis step.

Sociodemographic Profile of Participants
In total, 435 family caregivers with a mean age of 50.26 years
(SD = 13.24) participated in this study. The number of women
(50.6%) and men (49.4%) were almost equal. Most of them were
married (68.7%) and daughters of patients (52.9%). The details
of the sociodemographic profile of participants were shown in
Table 1.

In the construct validity step, based on the results of KMO
(0.935) and Bartlett’s value 2132.372 (p < 0.001), the sample was
adequate and suitable. In this step, 11 items (items 4, 6, 8, 10, 13,
20, 23, 24, 25, 27, and 30) that were removed as the communality
values of them were less than 0.2, and the factor loadings were less
than 0.3, and after Promax Rotation, five-factors (21 items totally)
such as “Religious Coping” (5 items), “Self-Management” (6
items), “Empathic Communication” (3 items), “Family Affective
Commitment” (3 items), and “Purposeful Interaction” (4 items)
were extracted. These factors explained, respectively, 16.37, 15.83,
8.96, 8.51, 9.11, and 58.72% of the total variance of family

TABLE 1 | Demographic characteristics of participants (n = 435).

Variables N (%)

Age 50.26 ± 13.24

Gender Female 220 (50.6)

Male 215 (49.4)

Marital status Single 92 (21.1)

Married 299 (68.7)

Divorced 14 (3.2)

Widow 30 (6.9)

Education level Illiterate 11 (2.5)

Less than diploma 30 (6.9)

Diploma 200 (46)

Academic 194 (44.6)

Employment Unemployed 42 (9.7)

Employed 161 (37)

Housewife 146 (33.6)

Retiered 24 (5.5)

Free 62 (14.3)

Lifestyle Independent 262 (60.2)

With patients 173 (39.8)

Relationship with the patient Daughter 230 (52.9)

Son 57 (13.1)

Wife/midwife 57 (13.1)

Friend 34 (7.8)

Relative 57 (13.1)

Average hours of care per day (hour) 7.51 ± 5.51

Duration of the disease (year) 4.65 ± 2.52

Frontiers in Psychology | www.frontiersin.org 6 April 2022 | Volume 13 | Article 80704971

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-13-807049 March 28, 2022 Time: 14:11 # 7

Hosseini et al. Family Caregivers’ Hardiness Scale

TABLE 2 | The result of EFA on the five factors of FCHS (N = 210).

Factors Qn. Item Factor loading h2* M (SD) Skew (kurtosis) λ %Variance

Religious
coping

31. Believing in God’s help in trouble will make me stronger in the face
of adversity.

0.938 0.811 4.06 (1.16) −1.2 (0.70) 3.43 16.37

32. Prayer and communion with God make me hardy against the
pressure of care.

0.898 0.653 3.96 (1.33) −1.0 (−0.27)

29. The spiritual value of patient care makes it easier for me to endure
care problems.

0.890 0.776 3.68 (1.37) −0.8 (−0.27)

22. Caring for the patient as a spiritual opportunity strengthens me. 0.776 0.674 3.59 (1.34) −0.9 (0.03)

21. I see caring for the patient as an opportunity to repay efforts and
pay my homage to the patient.

0.598 0.420 4.09 (1.14) −1.5 (1.06)

Self-
management

15. By changing my mind in difficult times, I try to bear the pressure of
care.

0.878 0.673 3.53 (1.07) −0.4 (−0.47) 3.32 15.83

17. With care management, I endure problems. 0.856 0.714 3.90 (0.89) −0.8 (0.35)

14. Recalling my own abilities, I try to bear the pressure of care. 0.798 0.571 3.71 (0.88) −0.5 (−0.58)

16. I constantly remind myself that enduring the hardships of caring is
part of my job.

0.695 0.492 3.75 (1.31) −1.0 (0.61)

19. Positive thinking helps me not to give in to difficult situations. 0.598 0.709 3.56 (1.41) −0.7 (0.14)

18. Patience in the face of problems for my patient makes the situation
bearable.

0.588 0.582 3.75 (0.84) −0.7 (−0.16)

Empathic
communication

7. Understanding the involuntary nature of the patient’s problems
makes it easier to endure hardships.

0.896 0.494 3.68 (1.06) −1.0 (1.11) 1.88 8.96

5. Accepting the patient’s condition makes the difficulty of caring
tolerable for me

0.778 0.646 4.28 (0.28) −0.9 (0.70)

9. Creating a sense of satisfaction in patient, makes the care easier for
me.

0.689 0.502 3.96 (1.17) −1.0 (0.39)

Family affective
commitment

1. My interest in my family causes me; To endure the hardships of care. 0.850 0.605 4.56 (0.71) −1.4 (1.60) 1.78 8.51

3. Love for my patient makes me endure the hardships of caring. 0.762 0.616 4.40 (0.83) −1.1 (0.61)

2. I am responsible to my family. 0.697 0.413 4.68 (0.64) −1.8 (1.31)

Purposeful
interaction

28. Talking to a doctor or nurse about a patient’s problems makes it
easier for me to bear the pressure of care.

0.787 0.422 3.68 (1.02) −0.4 (0.68) 1.91 9.11

11. Gaining information about the disease through different methods
(cyberspace, books, brochures, and treatment team) increases my
ability to care.

0.692 0.457 3.68 (0.99) −0.4 (0.77)

12. Sharing and exchanging ideas with family members makes it easier
for me to endure problems.

0.685 0.472 3.87 (0.79) −0.6 (−0.23)

26. Associating with friends and acquaintances makes the burden of
care bearable for me.

0.589 0.244 3.81 (1.14) −0.4 (−0.51)

*h2, Communalities; λ, Eigenvalue.

caregivers’ hardiness. The details of factor analysis results are
shown in Table 2 and Figures 2, 3.

In the next step of construct validity, the model was tested
by CFA. The results showed all of the model fit indices were in
the acceptable range and showed the model of family caregivers’
hardiness is fit (Figure 4). For example, the chi-square model fit
index was 311.314 (p < 0.001), CMIN/DF was 1.759, RMSEA
was 0.065. The results of the other model fit indices are shown
in Table 3.

The first four factors of the scale which had convergent
validity based on AVE, MSV, and CR results were used to assess
convergent, discriminant validity. All items had discriminant
validity. Furthermore, the results of HTMT showed that there are
no warnings for discriminant validity (Tables 4, 5).

The results of Cronbach’s alpha, McDonald’s omega, and AIC
for five factors were greater than 0.7 and 0.4, respectively, and the
internal consistency of the scale was acceptable. In addition, the

scale had a strong coefficient based on the results of CR and Max
H reliability (Table 4). Finally, the stability of scale was strong
based on the overall ICC result (0.903, 95% CI: 0.719–0.967)
(Table 6). Absolute reliability based on SEM results was 2.89.
This value indicates that the scale score in a person varies ± 2.89
in repeated tests. Based on the results of MDC, MIC, LOA, and
ceiling and floor effect, this scale had responsiveness. In addition,
the results of the floor and ceiling effects showed that the items are
free of these effects and the scale has interpretability (Table 6).

DISCUSSION

The results of this study indicated that family caregivers’
hardiness concept has five dimensions, namely, commitment,
control, challenge, connection, and culture of Iranian caregivers.
Therefore, FCHS is a valid and reliable scale for assessing this
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FIGURE 2 | Exploratory graph analysis.

FIGURE 3 | Loading strength of items in factors.

concept in family caregivers of patients with AD. This scale
includes 21 items and five factors, namely, religious coping,
self-management, empathic communication, family affective

commitment, and purposeful interaction that explained 58.72%
of the total variance of this concept. The FCHS model obtained
with EFA was confirmed with CFA. As the results of convergent
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FIGURE 4 | First order CFA of family caregiver hardiness scale (n = 225).

and discriminant validity showed that the factors of this scale
correlate with total scale, while they have a low correlation
with each other. Therefore, the five factors of this scale
are independent.

Since one of the main goals of the factor analysis is to
maximize variance, in this study, the variance was 58.72% that
factors one and two explained the greatest values of 16.37 and
15.83%, respectively. Among the scales designed to measure the

concept of hardiness, regardless of the factor extraction method,
two scales explained variance more than FCHS. The Children’s
Hardiness Scale (CHS) explained 65.75% (Soheili et al., 2021),
and graduate students’ academic hardiness (GSAH) explained
61.87% (Cheng et al., 2019).

Furthermore, this scale had excellent internal consistency
based on the results of Cronbach’s alpha, AIC, and McDonald’s
omega. It is noteworthy that one of the advantages of this scale
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TABLE 3 | Factors adjustment indexes obtained in exploratory factor analysis of
the FCHS (n = 225).

1 Factor 2 Factor 3 Factor 4 Factor 5 Factor (Final model)

CMIN 6.797 90.868 141.204 203.053 311.314

df 3 41 72 111 177

P value 0.079 <0.001 <0.001 <0.001 <0.001

CMIN/DF 2.266 2.216 1.961 1.825 1.759

RMSEA 0.083 0.082 0.073 0.068 0.065

PNFI 0.706 0.713 0.720 0.726 0.719

PCFI 0.708 0.715 0.754 0.772 0.784

TLI 0.978 0.946 0.941 0.934 0.916

IFI 0.993 0.960 0.954 0.947 0.931

CFI 0.993 0.960 0.953 0.946 0.930

TABLE 4 | The indices of the convergent, discriminant validity, and internal
consistency of FCHS OF CFA (N = 225).

CR AVE MSV MaxR (H) Alpha
[CI95%]

Omega AIC

Religious coping 0.889 0.620 0.520 0.917 0.889 0.900 0.615

Self- management 0.890 0.575 0.520 0.898 0.880 0.882 0.557

Empathic
communication

0.767 0.525 0.513 0.788 0.764 0.766 0.522

Family affective
commitment

0.749 0.504 0.396 0.783 0.749 0.773 0.502

Purposeful
interaction

0.699 0.372 0.351 0.716 0.691 0.692 0.364

is having strong stability based on the value of ICC. Another
advantage of this study was the evaluation of measurement
error, responsiveness, and interpretation of FCHS. So that the
results showed, FCHS has the minimum amount of SEM,
responsiveness, and interpretability. SEM indicates the accuracy
of the measurement for each individual, and the smaller value
of it is important. Responsiveness demonstrates the ability of
a scale to show changes in a person’s situation over a period.
Finally, the interpretability shows the ability of the scale to show
the meaningfulness of changes. These features are an important
and required domain of the COnsensus-based Standards for
the selection of health Measurement Instruments (COSMIN)
CHECKLIST (Terwee et al., 2007) that were not reported in the
previous studies of the psychometric properties about hardiness.

The FCHS has five factors, namely, “religious coping,”
“self-management,” “empathic communication,” “family affective
commitment,” and “purposeful interaction.” The first factor of
FCHS was labeled “religious coping.” It includes five items that
explained 16.37% of the total variance. The religious coping
concept is defined as using religious beliefs or behaviors to
facilitate problem-solving to prevent or reduce the negative
emotional consequences of stressful living conditions (Koenig
et al., 1998). In this scale, religious coping was defined as the
caregiver’s ability to use religious and spiritual behaviors and
beliefs to cope with the stresses of caring for a patient with
AD. It is noteworthy that Mund in 2017 proposed culture as
one of the five dimensions of hardiness concept (Mund, 2017);
because based on the finding of previous studies, Mund had
suggested that a strong background of culture had contributed to

the formation of personality and coping strategies. The Iranian
culture has been associated with religion and spirituality, and
it helps people deal with stressful situations (Abdollahi and
Abu Talib, 2015). Our study shows that religion and spirituality
had the greatest impact on the hardiness of family caregivers
of patients with AD. Therefore, the findings of our study
reinforced Mund’s suggestion as an introduction to the fifth
component of hardiness.

The second extracted factor was “self-management” with 6
items. In line with the definitions provided for self-management
(Barlow et al., 2002), this scale refers to self-management as the
psychological mechanisms used to cope with the stresses of caring
and to overcome difficult situations including positive thinking,
self-remembering and self-emphasis, and patience with the
individual to handle their emotions. This factor is related to the
control component of hardiness (Kobasa, 1979). Furthermore,
the meaning of the self-management factor is in line with the
control of affect in the academic hardiness scale (Weigold et al.,
2016) studied in GSAH (Cheng et al., 2019), because control of
affect also assesses a person’s ability to handle his/her emotions
related to academic issues. Since caring for patients with AD has
a more psychological burden for caregivers (Fujihara et al., 2019),
having the ability to manage this burden is important, and based
on the results of this study, self-management was recognized as
the second most effective factor.

The third factor extracted was labeled “empathic
communication” with 3 items. Empathetic communication
is defined as “a two-step process involving: (1) an in-depth
understanding of the other person’s problem or feelings; and (2)
transmitting this understanding to the individual in a supportive
manner and promoting greater satisfaction and acceptance of
support in that person” (Pehrson et al., 2016; Kurtz et al., 2017).
This scale, based on the content of items 5, 7, and 9, refers
to the ability to understand and accept the patient’s problems
and to transmit this understanding to the patient in a way
that leads to a feeling of satisfaction in the patient. It can be
related to the challenge component of hardiness. Empathy or
the ability to communicate empathetically with patients with
AD is an important part of meaningful care and has been shown
to enhance the quality of care and health of the caregiver and
patient (Brown et al., 2020).

The fourth factor extracted was labeled as “family affective
commitment” with 3 items. Family affective commitment refers
to the emotional relationship between family members and being
responsible to the family (Tice, 2013). Family caregivers, based on
their emotional tendencies and having a sense of responsibility
toward the family, engage in the process of caring and maintain
the caregiver role despite hardships. Therefore, this factor is
related to the commitment component of hardiness.

The final extracted factor was labeled “purposeful interaction”
with 4 items. Purposeful interaction, based on its definition in
the literature (Mehall, 2021), refers to the caregiver’s ability to
connect with physicians, nurses, family members, and friends
to gain information and to improve caregiving abilities and
reduce the burden of care and situational stress. According to
Maddi’s suggestion, the connection can be introduced as the
fourth component of the hardiness concept. Maddi believed that
interpersonal connection could be an important and influential
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TABLE 5 | The results of HTMT of FCHS.

Factors Religious coping Self-
management

Empathic
communication

Family affective
commitment

Purposeful
interaction

Religious coping

Self- management 0.755

Empathic communication 0.526 0.718

Family affective commitment 0.549 0.643 0.527

Purposeful interaction 0.429 0.610 0.578 0.296

TABLE 6 | The results of stability, SEM, responsiveness, and interpretability.

ICC SD pooled Mean SEM MDC95 MIC LOA

Scale 0.903 9.31 86.70 2.89 8.01 4.65 68.45 to 104.94

factor in people’s hardiness in dealing with stressful situations
because people gain their strength and ability to deal with
stressful situations as a result of connecting with others such as
family members and members of society. Based on the items’
content of this factor, family caregivers of patients with AD
also strive to develop their ability to cope effectively with the
stresses and challenges of care by communicating with others and
gaining information.

LIMITATIONS

One of the important limitations was the concern about the
generalization of finding because samples were recruited from
Iranian populations. Since culture was recognized as the main
factor that affects family caregivers’ hardiness, this scale should
be tested in other cultures. Therefore, another limitation related
to using the online questionnaire for data gathering is that it is
not possible to verify the participants’ answers due to the lack of
physical contact.

STUDY STRENGTH

Nevertheless, this study has several strengths. One of the
important strengths is the innovative methodological approach
such as Horn’s parallel analysis and exploratory graph analysis
for extracting factor structure. Furthermore, this study assessed
the important and required domain of COSMIN CHECKLIST,
namely, the assessment of SEM, ICC, responsiveness, and
interpretability that had not been reported previously about
hardiness scales.

IMPLICATION

The phenomenon of aging and age-related problems such as AD
is increasing, and caring for these patients is an overwhelming
and a stressful task for family caregivers. Therefore, being
aware of the level of the hardiness of caregivers and designing
an intervention to improve hardiness can prevent negative

complications and help improve the quality of care. Therefore,
the FCHS with the fewer items, good variance explained, and
being exclusive for this group is a useful scale for nurses,
therapists, and researchers.

CONCLUSION

The finding of this study showed that the FCHS has five
dimensions that can be categorized into three components
of the Kobasa model including family affective commitment
(related to commitment), self-management (related to control),
empathic communication (related to challenge), and two new
dimensions proposed for this concept including purposeful
interaction (related to connection), and religious coping (related
to culture). Also, the FCHS scale is a reliable and valid scale with
21 items for assessing the hardiness concept in family caregivers.
Based on the results, culture, especially caregivers’ beliefs, their
ability to manage themselves with patience and positive thinking,
communicating with others to raise awareness, and commitment
to the family have the most effect on their hardiness.
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Social desirability bias (SDB) is a pervasive measurement challenge in the social
sciences and survey research. More clarity is needed to understand the performance
of social desirability scales in diverse groups, contexts, and cultures. The present study
aims to contribute to the international literature on social desirability measurement by
examining the psychometric performance of a short version of the Marlowe-Crowne
Social Desirability Scale (MCSDS) in a nationally representative sample of teachers in
Kazakhstan. A total of 2,461 Kazakhstani teachers completed the MCSDS – Form
C in their language of choice (i.e., Russian or Kazakh). The results failed to support
the theoretical unidimensionality of the original scale. Instead, the results of Random
Intercept Item Factor Analysis model suggest that the scale answers depend more on
the method factor rather than the substantial factor that represents SDB. In addition,
an alternative explanation indicates that the scale seems better suited to measuring
two SDB correlated factors: attribution and denial. Internal consistency coefficients
demonstrated unsatisfactory reliability scores for the two factors. The Kazakhstani
version of the MCSDS – Form C was invariant across geographic location (i.e., urban
vs. rural), language (i.e., Kazakh vs. Russian), and partially across age groups. However,
no measurement invariance was demonstrated for gender. Despite these limitations,
the analysis of the Kazakhstani version of the MCSDS – Form C presented in this
study constitutes a first step in facilitating further research and measurement of SDB
in post-Soviet Kazakhstan and other collectivist countries.

Keywords: social desirability bias, Marlowe-Crowne, MCSDS, validation, Kazakhstan, collectivist culture

INTRODUCTION

Self-reports are an essential tool in the social sciences and the most commonly used assessment
and data collection instruments in disciplines such as psychology (Robins et al., 2007), education
(Falchikov and Boud, 1989), and sociology (Clair and Wasserman, 2007). The popularity of
self-report measures arises from their easy interpretability and administration, the richness of

Frontiers in Psychology | www.frontiersin.org 1 April 2022 | Volume 13 | Article 82293179

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2022.822931
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fpsyg.2022.822931
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2022.822931&domain=pdf&date_stamp=2022-04-06
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.822931/full
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-13-822931 March 31, 2022 Time: 15:9 # 2

Nurumov et al. Measuring Social Desirability in Collectivist Countries

information, motivation to reflect on the self, and sheer
practicality (Paulhus and Vazire, 2007, p. 227). However, the self-
report method has been a frequent target of criticism. One of the
most vigorous controversies around self-report assessment has
been concerning social desirability bias (SDB), or the widespread
tendency of individuals to present themselves most favorably
with respect to social values and norms (Tracey, 2016).

Social desirability bias has indeed been a concern in
personality psychology and survey research since the mid-
20th century. Edwards (1957) viewed social desirability as a
single dimension that can describe all personality statements.
Individuals who obtain high values on the continuum are
regarded to have high socially desirable responses. On the
contrary, individuals with low values demonstrate low levels of
social desirability. From a sociological point of view, “. . .social
desirability as a response determinant refers to the tendency of
people to deny socially undesirable traits or qualities and to admit
to socially desirable ones” (Phillips and Clancy, 1972, p. 923).
Consequently, the presence of socially desirable responses in self-
report data is problematic and may lead to spurious correlations
between variables and the suppression or the artificial alteration
of relationships between constructs of interest (King and Bruner,
2000; van de Mortel, 2008).

Several approaches have been proposed in the literature to
prevent or reduce SDB, including forced-choice items, neutral
items, randomized response techniques, the introduction of the
bogus pipeline, self-administered questionnaires, and the use of
proxy subjects. In addition to these, researchers have suggested
other methods to detect and measure social desirability effects
(Nederhof, 1985). Among them, the use of social desirability
scales is the most common. Social desirability scales are included
in conjunction with the targeted questionnaire(s) as indicators of
discriminant validity. Ideally, the correlation between the scores
of the targeted questionnaire and the social desirability measure
is zero to weak, demonstrating that the variable of interest is
unconfounded with social desirability (Tracey, 2016).

Multiple social desirability scales have been developed in
past decades (see Paulhus, 1991). The Marlowe-Crowne Social
Desirability Scale (MCSDS) (Crowne and Marlowe, 1960) is one
of the most widespread scales to measure SDB around the world
(Beretvas et al., 2002). It measures social desirability as “the need
to obtain approval by responding in a culturally appropriate
and acceptable manner” (Crowne and Marlowe, 1960, p. 353).
The MCSDS consists of 33 binary items with true or false
answers on culturally sanctioned and approved but improbable
behaviors (e.g., I have never deliberately said something that
hurt someone’s feelings). According to Crowne and Marlowe
(1964), a unidimensional construct underlies the MCSDS: “need
for approval.” Thus, higher scores in the MCSDS reflect higher
needs for social approval and a tendency to portray yourself
more positively.

The psychometric properties of the MCSDS have been widely
studied in multiple contexts and cultures, predominantly in
North America (Fischer and Fick, 1993; Loo and Thorpe, 2000;
Barger, 2002; Loo and Loewen, 2004; Leite and Beretvas, 2005;
Ventimiglia and MacDonald, 2012), although studies involving
European (Sârbescu et al., 2012; Vésteinsdóttir et al., 2015)

and Asian samples (e.g., Seol, 2007) are also available. The
factor structure of the scale has been extensively analyzed
through exploratory and confirmatory factor analysis, and a few
studies have begun to implement alternative approaches such
as item response theory and Rasch measurement (Seol, 2007;
Vésteinsdóttir et al., 2017). Collectively, these studies provide
inconclusive evidence on the dimensionality of the MCSDS.
Some studies support the theoretical unidimensionality of the
scale (e.g., Seol, 2007; Vésteinsdóttir et al., 2015), while other
studies provide stronger evidence for a two-factor structure (e.g.,
Loo and Loewen, 2004; Ventimiglia and MacDonald, 2012) or
alternative factorial solutions (e.g., Loo and Thorpe, 2000; Barger,
2002; Leite and Beretvas, 2005). Reliability analyses have also
shown mixed results on the internal consistency of the scores,
with coefficients ranging from 0.72 (Loo and Thorpe, 2000) to
0.96 (Fischer and Fick, 1993).

Several short versions of the MCSDS have been developed
to avoid excessive item redundancy and length of the full
scale (e.g., Strahan and Gerbasi, 1972; Reynolds, 1982; Ballard,
1992). These forms range between 10 and 20 items and result
from factor analysis techniques assuming that the MCSDS full
version assesses one single dimension. Internal consistency scores
of the short versions are lower but comparable to those of
the full version. Moreover, they have been considered suitable
substitutions and, in some cases, significant improvements in
fit over the full scale (Loo and Thorpe, 2000; Barger, 2002; Loo
and Loewen, 2004; Sârbescu et al., 2012). The MCSDS – Form
C developed by Reynolds (1982) stands out as one of the most
commonly used short forms available. It comprises 13 items
and demonstrates good psychometric characteristics compared to
other short versions. The MCSDS – Form C internal consistency
estimates range from 0.62 to 0.89 and its scores correlate strongly
with the scores on the full scale (r = 0.91 to 0.96) (Reynolds, 1982;
Ballard, 1992; Fischer and Fick, 1993; Loo and Thorpe, 2000;
Barger, 2002; Loo and Loewen, 2004; Vésteinsdóttir et al., 2015).
However, confirmatory factor analyses have provided conflicting
results about the factorial structure of the MCSDS – Form C,
with only partial support for the unidimensionality assumption
(Barger, 2002; Loo and Loewen, 2004; Leite and Beretvas, 2005;
Verardi et al., 2009; Vésteinsdóttir et al., 2015).

The measurement invariance of different versions of the
MCSDS has been partially supported in previous studies. For
example, Kurz et al. (2016) confirmed measurement invariance
between genders in the context of Malaysia. However, the authors
found only partial support for measurement invariance across
languages in the Chinese and English versions of the MCSDS.
Concern has also been raised about the cross-cultural validity
of the MCSDS scales. Differences in the tendency to respond
in a socially desirable manner across countries and cultural
groups have been reported in several studies (e.g., Verardi
et al., 2009; He et al., 2015). For example, Middleton and Jones
(2000) used the full MCSDS scale in a convenience sample of
Western and Eastern university students and found that Eastern
participants were more likely to deny socially undesirable traits
and to admit socially desirable traits compared to Western
participants. Lalwani et al. (2006) tested the hypothesis that
collectivist cultures tend to engage in deception and socially
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desirable responses more than individualistic cultures. Their
findings suggested that people from both types of cultures engage
in desirable responses, although in different ways. Individualism
seemed to be more associated with the tendency to report inflated
views of one’s skills and capabilities, while collectivism was linked
to the tendency to present self-reported actions in the most
positive manner.

More clarity is needed to understand the performance of
social desirability scales in diverse groups, contexts, and cultures.
The present study aims to contribute to the international
literature on the measurement of social desirability by examining
the psychometric performance of the MCSDS – Form C in
a nationally representative sample of teachers in Kazakhstan.
Kazakhstan provides an interesting context to explore social
desirability measurement for several reasons. First, the country
occupies a strategic geopolitical location in the Eurasian mass
and constitutes a unique blend of Eastern and Western cultures.
Kazakhstan is in fact a diverse country with more than 120 ethnic
groups that have different social values and norms (The Agency
on Statistics of the Republic of Kazakhstan, 2011). Second, as a
former Soviet republic, Kazakhstan maintains a strong national
collectivist tradition (Winter et al., 2020). This is relevant as
collectivist cultures tend to demonstrate stronger and more
consistent magnitudes and patterns of SDB (Bernardi, 2006; Kim
and Kim, 2016). Third, measuring SDB is particularly important
in societies that have experienced authoritarian regimes in the
past, such as Kazakhstan. Finally, SDB is a widespread problem
that affects many areas, including education. Social desirability
may explain the questionable results of the latest international
evaluations such as TALIS-2018 in the context of Kazakhstan,
in which teachers report values well above the OECD average in
some questions. For example, 82% of Kazakhstani teachers were
confident in their ability to teach using ICT (OECD average of
the OECD was 67%). At the same time, 30% of teachers marked
ICT for teaching as the main priority of professional development
(Information-Analytic Center [IAC], 2019; OECD, 2019). Having
a reliable and valid tool to measure SDB could help to account
for the measurement error caused by this phenomenon in
Kazakhstan, Central Asia, and other collectivistic countries.

MATERIALS AND METHODS

Description of Sample
The sample consisted of subject teachers who participated in
the UNESCO Teachers’ Readiness Survey in early 2021 in
Kazakhstan (Information-Analytic Center [IAC], 2021). The
survey is based on the UNESCO ICT competency framework
for teachers and covers areas such as teacher ICT competencies,
use of ICT in teaching, awareness of the official policy on ICT
use in education and professional learning (UNESCO, 2011). To
ensure large-scale representativeness, the sample design consisted
of an explicit stratified selection of a proportionally allocated
sample from the population list of subject teachers, as well as a
weighting strategy. The latter included adjustment for unknown
eligibility, adjustment for non-response, post-stratification, and
extreme weights trimming. In total, 2,851 subject teachers were

selected for the main study with a final response rate of 86%
(n = 2,461). The weighted sample mean age of subject teachers is
40.58 (std. error = 0.22) whereas the population mean age is 40.50.
Additional information on the distribution of the raw sample
responses in biographic and geographic subgroups is presented
in Table 1.

One can notice significant gender disproportion among men –
470 (19%) and women – 1991 (81%). This disproportion is
expected due to the traditional overrepresentation of women in
school teaching in the context of Kazakhstan. Additionally, the
distributions of responses show higher proportions of Kazakh
language and rural subject teachers in terms of subgroups of
language and geographic location.

Instruments
The Marlowe Crowne Social Desirability Scale (MCSDS) – Form
C (Reynolds, 1982) was used to measure social desirability bias
in this study. The MCSDS – Form C is a brief questionnaire
comprising 13 items that represent a selection of socially desirable
and undesirable behaviors (e.g., “No matter who I’m talking to,
I’m always a good listener,” “There have been occasions when I
took advantage of someone”). Items are dichotomously scored
on a true/false scale. A score of 1 is granted if the participant
responds “true” to a socially desirable item or “false” to a socially
undesirable item. On the contrary, a score of 0 is provided
if the participant responds “false” to a socially desirable item
or “true” to a socially undesirable item. A total score can be
obtained summing up the scores for all items, with higher scores
representing higher SDB.

The MCSDS – Form C was translated into the two official
languages of Kazakhstan (i.e., Russian and Kazakh) using a
back-translation approach (Brislin, 1970). In addition to that,
the Russian and Kazakh translations of the MCSDS – Form
C were further assessed by the research team to ensure
understandability, psychological equivalence, and the accuracy

TABLE 1 | Distribution of raw sample responses in subgroups.

n %

Gender

Male 470 19.0

Female 1,991 81.0

Language

Kazakh 1,507 61.2

Russian 954 38.8

Geographic locality

Rural 1,422 57.8

Urban 1,039 42.2

Age groups

18–35 years 914 38.0

36–50 years 997 41.4

51–72 years 496 20.6

Age was transformed into the categorical variable with three categories. A 51–
72 years old group though smallest in terms of the number of teachers,
nonetheless, includes a larger range in years than 18–35 and 36–50 groups. This
is due to a skewed population distribution toward younger teachers.
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of the translations. The MCSDS – Form C was included in the
UNESCO questionnaire and distributed online. Anonymity and
confidentiality were ensured, no information that could identify
the identities of the participants was collected.

Procedure and Data Analysis
Descriptive analyses were used to describe the pattern of
responses on the MCSDS – Form C. In addition, the tetrachoric
correlation matrix between the items was calculated. Tetrachoric
correlation is a special case of polychoric correlation specifically
used with ordinal dichotomous data (Pearson, 1900; Carrol,
1961), as is the case in the MCSDS – Form C. Furthermore,
to test the psychometric performance of the MCSDS –
Form C in Kazakhstan, we used a five-step approach that
included (1) dimensionality reduction, (2) exploration of factorial
structure, (3) confirmation of factorial structure, (4) analysis
of measurement invariance across gender, age, language, and
geographic location, and (5) factorial and composite reliability
analysis (see Figure 1).

The factorial structure of the MCSDS – Form C was first
examined using several dimensionality reduction approaches.
First, a Principal Component Analysis (PCA) was implemented
on the matrix of tetrachoric correlations. The Kaiser criterion,
the results of parallel analyses, and the interpretation of the scree
plot were used to determine the number of factors underlying
the structure of the scale. Second, a Categorical Principal
Component Analysis (CATPCA) conducted on the raw data
was used to further explore the dimensionality of the scale.
CATPCA is a technique of optimal scaling designed specifically
for categorical ordinal and nominal data with the ability to
account for non-linear relations between variables. Instead of
a linear combination of transformed variables, the method
transforms, through iterative computation, the matrix of actual
categorical data into quantified data with further maximization of
eigenvalues on the matrix of quantified data (Gifi, 1990; Linting
et al., 2007).

The resulting dimensions were further analyzed using an
Exploratory Factor Analysis (EFA) computed on the matrix of
tetrachoric correlations. The robust weighted least squares (WLS)
estimator was used to account for the dichotomous nature of
the scale. The robust version uses only diagonal elements of the
weight matrix to obtain standard errors (Muthen et al., 1997),

whereas the standard version employs a full weight matrix
(Browne, 1984). Both robust and standard estimators are
asymptotically free. However, the robust WLS shows stable
results in samples of different sizes, while the standard WLS
shows stability only in large samples (Flora and Curran, 2004;
Barendese et al., 2014).

The resulting factor structures were tested using a
Confirmatory Factor Analyses (CFA) correlated factor models
with a diagonally weighted least square estimator (DWLS), as
suggested by Brown (2006). In addition, we tested alternative,
more complex factor structures such as bifactor and hierarchical
factor models. The former allows to model separate effects of
specific and general factors while the later accounts for the
direct effect of the higher order factor on the first order factors.
The Chi-square test (χ2) was used to evaluate the absolute
fit of the model. However, because the χ2 test is considered
highly conservative, additional fit indices were used to evaluate
the model, such as the Comparative Fit Index (CFI), the
Tucker-Lewis Index (TLI), and the Root Mean Square Error of
Approximation (RMSEA). The values of CFI and TLI > 0.95
and RMSEA < 0.06 indicated a good model fit, while CFI and
TLI > 0.90 and RMSEA < 0.08 indicated a satisfactory fit (Hu
and Bentler, 1999; Schreiber et al., 2006). Finally, to offer an
alternative account of the factorial structure of the scale, we
conducted a Random Intercept Item Factor Analysis (RIIFA)
to test whether the results of the MCSDS – Form C contain a
method factor along with the substantial factor representing
social desirability. For instance, this can be due to negatively
and positively worded items (Marsh, 1996; DiStefano and Motl,
2009) in survey instruments. The effect of a method factor can
be found via modeling residual covariance separately between
positive and negative items (Marsh, 1989, 1996) or by allowing
intercept in a CFA model to vary across respondents in a Random
Intercept Item Factor Analysis (RIIFA, Maydeu-Olivares and
Coffman, 2006; Nieto et al., 2021). In the latter, one needs to add
one method factor and set its loadings to 1 with free estimated
variance. The approach is appropriate to model individual styles
of responses and helps to identify whether a multidimensional
structure is truly due to substantive factors or due to a spurious,
method factor which goes along with the substantive factor.
Hence, we run an additional RIIFA model and check the fit
statistic and variance of the random component.

FIGURE 1 | Psychometric properties of MCSDS – Form C analysis flowchart.
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Further, we tested configural (unconstrained), metric
(constrained slopes), and scalar (constrained slopes and
intercepts) measurement invariance across gender, age, language,
and geographic location using Multiple Group Confirmatory
Factor Analysis (MGCFA). The likelihood ratio test was used
to compare statistically significant changes between different
models at the p < 0.05 level. A non-statistically significant change
was interpreted as the indication supporting measurement
invariance (Satorra and Bentler, 2000).

Finally, after exploring the dimensionality and testing the
measurement invariance of the scale, we examined the factorial
and composite reliability of the scores. To investigate the
reliability of the Kazakhstani version of the MCSDS – Form
C, we calculated the Cronbach alpha coefficient on the matrix
of tetrachoric correlations of the full scale. However, when the
instrument does not have Tau-Equivalent items (equal factor
loadings) and shows multidimensionality, alpha is not the
optimal solution. Moreover, the alpha coefficient often serves as a
lower bound or largely underestimates reliability (Sijtsma, 2009).
Furthermore, when multidimensionality is detected via the CFA
framework, a more appropriate alternative is to use the omega
reliability coefficient (McDonald, 1999; Green and Yang, 2015;
Flora, 2020). Omega calculates reliability of the scale that is due
to the presence of some general factor in bifactor and hierarchical
models as well as group-specific factors (Green and Yang, 2015).
In this study, we focus on composite reliability, or in other words,
the sum of factor loadings of individual items. We calculated the
ω coefficient for correlated factors in the CFA models and also
show the composite alpha coefficient.

All calculations were carried out with the R statistical
programming language (R Core Team, 2020). The PCA was
performed using the FactoMiner package with PCA function
(Le et al., 2008). The CATPCA was performed using the gifi
package and the princals function (Mair et al., 2019). EFAs were
performed using the psych package, with the fa function (Revelle,
2021). CFA and measurement invariance tests were calculated
using the specialized package for structural equation modeling
lavaan (Version 0.6-9; Rosseel, 2012). Reliability analysis was
calculated with the SEMTools package (Version 0.5-5; Jorgensen
et al., 2021). The R scripts with all calculations are provided as
Supplementary Material.

RESULTS

Descriptive Statistics
The response pattern for the MCSDS – Form C items is presented
in Table 2. We recalculated socially desirable responses as
1 (socially desirable response is detected) and 0 (no socially
desirable response is detected). In the table, the dichotomy
is presented in the form of “yes” and “no.” In general, the
results suggest high levels of social desirability bias for all items,
except items 1 (59.6%) and 2 (49.0%). Table 2 also depicts
the matrix of tetrachoric correlations between the items. The
correlation ranges from low negative rtet > −0.1 between items
13 and 12 to moderate positive rtet < 0.58 between items 7
and 5. For some pairs of items (e.g., 13 and 2, 13, and 3), the

correlation is essentially 0, suggesting the absence of statistical
interdependence.

Dimensionality Reduction
Table 3 shows the PCA results on the matrix of tetrachoric
correlations for the first five components. The analysis yielded
three components with eigenvalues greater than 1, accounting
for 72.33% of the total variance. However, the leveling of the
eigenvalues on the scree plot and the results of the parallel
analysis do not provide a definitive answer to the dimensionality
of the scale (see Figure 2).

Both the two- and the three-component solutions appear as
plausible solutions. Alternatively, we explored the dimensionality
of the scale by running CATPCA on the actual data. As in
linear PCA, we looked at eigenvalues and the explained variance
or variance accounted for (VAF) to understand how many
components to retain. Furthermore, eigenvalues larger than 1, as
well as the scree plot, can help to decide the adequate number
of components (Linting et al., 2007). The results suggest at least
two clear dimensions with eigenvalues of 2.27 and 1.67 and a
cumulative variance explained of 30.33%. With the inclusion of
the third component with an eigenvalue of 1.12, the cumulative
variance increases from 30.33 to 38.95%. Figure 3 also suggests
at least two clear components with a plausible additional third
component. Overall, the results of the dimensionality reduction
techniques suggest the existence of two or three components
underlying the structure of the MCSDS – Form C.

Exploration of Factorial Structure
The two- and three-component structures were further examined
using EFAs with oblique rotation on the matrices of tetrachoric
correlations. The results of the EFA for the two- and three-
factorial solutions are presented in Table 4. The two-factor
solution demonstrated acceptable loadings (i.e., >0.40) for the
13 items of the MCSDS – Form C. Eight items load on factor
1, which explained 20% of the variance. Five items demonstrated
loadings on factor 2, accounting for 17% of the variance. The high
uniqueness of item 13 is noteworthy (0.84). In addition, item 6
and item 8 load on both factors, although loadings on factor 1 are
at least two times larger than on factor 2. The correlation between
the two factors was modest (r = 0.22).

The three-factorial solution achieved similarly acceptable
item loadings. The same eight items loaded into factor 1. The
remaining items loaded into factor 2 (3 items) and factor 3
(2 items). Factors 1, 2, and 3 explained 20, 15, and 7% of the
total variance, respectively. Since we allowed factors to correlate,
one can notice that items 6, 8, and 10 have additional loadings
on factor 2. There was a moderate correlation between factor
1 and factor 2 (r = 0.27) and between factor 2 and factor 3
(r = 0.26). However, no statistically significant relationship was
found between factor 1 and factor 3 (r = 0.02).

Overall, the results of the EFAs suggest that these factorial
structures could be a result of theoretical dimensions of SDB
but also due to methodological influences related to the keyed
direction of the items of the scale. In the next section,
several factor theoretical and methodological solutions are
tested using CFAs.
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TABLE 2 | Pattern of responses across items and matric of tetrachoric correlation (n = 2,407).

Yes (%) No (%) Item 1 Item 2 Item 3 Item 4 Item 5 Item 6 Item 7 Item 8 Item 9 Item 10 Item 11 Item 12

Item 1 59.6 40.4 –

Item 2 49.0 51.0 0.50 –

Item 3 65.8 34.2 0.35 0.42 –

Item 4 85.6 14.4 0.37 0.41 0.39 –

Item 5 94.1 5.9 −0.03 −0.03 −0.06 −0.01 –

Item 6 91.3 8.7 0.30 0.26 0.18 0.37 0.20 –

Item 7 96.8 3.2 0.03 −0.03 −0.09 0.01 0.58 0.23 –

Item 8 89.2 10.8 0.14 0.24 0.27 0.33 0.14 0.45 0.17 –

Item 9 90.6 9.4 0.06 0.12 0.07 0.05 0.50 0.16 0.53 0.26

Item 10 70.8 29.2 0.05 0.15 0.08 0.06 0.33 0.11 0.40 0.12 0.36 –

Item 11 84.7 15.3 0.24 0.34 0.33 0.28 0.10 0.40 0.07 0.32 0.06 0.14 –

Item 12 77.5 22.5 0.30 0.34 0.25 0.34 0.15 0.35 0.17 0.33 0.17 0.11 0.26 –

Item 13 72.8 27.2 −0.01 0.00 0.00 0.03 0.19 0.13 0.26 0.10 0.27 0.45 −0.07 −0.09

TABLE 3 | Results of PCA and CATPCA (n = 2.407).

Linear PCA CATPCA

Component Eigenvalue % of variance explained Cumulative% of variance
explained

Eigenvalue % of variance explained Cumulative% of variance
explained

1 6.541 50.315 50.315 2.27 17.50 17.50

2 1.807 13.904 64.219 1.67 12.82 30.33

3 1.054 8.114 72.334 1.12 8.61 38.95

4 0.757 5.829 78.163 1.03 7.94 46.89

5 0.724 5.576 83.740 0.89 6.85 53.75

FIGURE 2 | Scree plot and parallel analysis.

Confirmation of Factorial Structure
Confirmatory Factor Analyses were conducted to examine the
structural validity of the two-factor and three-factor solutions
emerging from the EFA, as well as their more complex
alternatives (i.e., bifactor and hierarchical factor models).
Furthermore, for reasons of comparison and to test the
hypothetical one-factor structure of the MCSDS – Form C, we

run a CFA for the unidimensional model. As in the EFA analysis,
the parameter estimates in the models were obtained using the
robust diagonally weighted least squares (DWLS) estimator to
account for the dichotomous nature of MCSDS – Form C.
Table 5 presents the robust fit indices of the calculated models.
As indicated by the χ2 values, none of the models fit perfectly.
In line with the multidimensional structure revealed in previous
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TABLE 4 | Results of the EFAs for the two- and three-factorial solutions (n = 2,407).

Two-factor model Three-factor model

Factor 1 Factor 2 h2 µ2 Factor 1 Factor 2 Factor 3 h2 µ2

Item 1 0.60 0.34 0.66 0.61 0.35 0.65

Item 2 0.68 0.45 0.55 0.71 −0.20 0.48 0.52

Item 3 0.60 0.34 0.66 0.62 −0.22 0.36 0.64

Item 4 0.64 0.40 0.60 0.64 0.40 0.60

Item 5 0.72 0.50 0.50 0.77 0.56 0.44

Item 6 0.52 0.35 0.65 0.49 0.25 0.37 0.63

Item 7 0.79 0.61 0.39 0.76 0.62 0.38

Item 8 0.47 0.29 0.71 0.45 0.22 0.30 0.70

Item 9 0.67 0.47 0.53 0.58 0.20 0.45 0.55

Item 10 0.52 0.29 0.71 0.55 0.47 0.53

Item 11 0.53 0.28 0.72 0.51 0.20 0.29 0.71

Item 12 0.52 0.30 0.70 0.50 0.35 0.65

Item 13 0.41 0.16 0.84 0.66 0.48 0.52

Factor loadings < 0.20 are omitted.

TABLE 5 | CFA and RIIFA comparison of standard fit statistics (robust is given in parenthesis, n = 2,407).

Model RMSEA TLI CFI χ2 degrees of freedom p-value

One-factor model 0.071 (0.073) 0.709 (0.624) 0.757 (0.686) 856 (887) 65 0

Two-factor model 0.035 (0.036) 0.931 (0.905) 0.943 (0.922) 249 (268) 64 0

Three-factor model 0.030 (0.033) 0.947 (0.922) 0.958 (0.938) 198 (224) 62 0

Bifactor model with two specific factors 0.024 (0.029) 0.967 (0.940) 0.978 (0.959) 126 (160) 53 0

Hierarchical model with three first order factors 0.030 (0.033) 0.947 (0.922) 0.958 (0.938) 198 (224) 62 0

Random Intercept One Factor model 0.032 (0.035) 0.940 (0.914) 0.951 (0.929) 225 (248) 64 0

The bifactor model with three specific factors was tested but failed to be identified. Hierarchical models with two first order factors tend to be underidentified (Brown,
2006) and was therefore not tested in this study.

FIGURE 3 | CATPCA loadings plot.

analyses, the unidimensional solution indicated the worst fit. The
two-factor model was found to have an absolute satisfactory fit,
with standard CFI = 0.94, TLI = 0.93, and RMSEA = 0.035.
The three-factor model also achieved a satisfactory fit, with

CFI = 0.95, TLI = 0.94, and RMSEA = 0.030. Although both
models demonstrated a satisfactory fit, the differences in TLI,
CFI, and RMSEA between the two models demonstrated the
superiority of the three-factor model. In addition, since we used
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FIGURE 4 | Standardized factor loadings for the two-, three-, bifactor, hierarchical, and random item intercept models of the MCSDS – form C (n = 2,407).
(A) Two-factor model. (B) Three-factor model. (C) Bifactor model *. (D) Hierarchical three-factor model. (E) Random item intercept factor model. * Loading between
factor 2 and item 5 is fixed to 1 for model identification. Covariances between specific factors and between general and specific factors are fixed to 0.
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the DWLS estimator, the difference between the nested models
was calculated with a scaled Satorra-Bentler chi-square difference
test (Satorra and Bentler, 2000). In support of the comparison
between the fit indices, there was a statistically significant
difference between the two- and the three-factor models with
a p-value of 4.958e-07. Figures 4A,B presents the standardized
path estimates for both models. All standardized path estimates
were significantly loaded into the hypothesized specific factors in
the two-factor (β = 0.49 to 0.73, p < 0.01) and three-factor models
(β = 0.50 to 0.77, p < 0.01).

The bifactor solution with two specific factors showed
the highest TLI = 0.967 and CFI = 0.978 and the lowest
RMSEA = 0.024 which indicated the best absolute fit among the
calculated models. However, notwithstanding the fit indices, the
model had poor loadings (<0.40) between general factor and a set
of items, ranging from β = 0.03 to 0.38 (Figure 4C). The bifactor
solution with three specific factors failed to be identified. Thus,
despite the best absolute fit, the three-factor model can be still
regarded as superior to the bifactor solution. We also calculated
a hierarchical model with three first order factors and one second
order factor. The standard fit statistics of the higher order model
produced identical results to the three-factor correlated model.
However, it is useful to look at factor estimates as well as loadings
between the first and the second order factors (Figure 4D). The
results of the standardized solution showed weak loading of
higher level with factor 1 (β = 0.23), high but not statistically
significant loading with factor 2 (β = 0.85, z-value = 1.801),
and moderate high with factor 3 (β = 0.66). The rest of the
loadings between the second order latent variables and items
were essentially identical to the three-factor model. Finally, since
hierarchical models with two second order factors are considered
to be underidentified (Brown, 2006), we did not try to extract the
general factor from the two-factor model.

Models examined above accounted for substantive, theory
driven factors. Table 5 presents the fit statistics of the RIIFA
model to test the specific variance associated with the item
keying as a result of a methodological artifact. Standard fit
statistics demonstrated a satisfactory fit for the RIIFA model,
with TLI = 0.940, CFI = 0.951, RMSEA = 0.032. In addition,
the estimate of random component variance accounted for
about 21% of all variances with significant z = 23.65 and std.
error = 0.009. This is larger than the variance the substantive
factor where the estimate is 0.18 with z = 6.90 and std.
error = 0.027. However, some factor loadings in the RIIFA model
were relatively small (β < 0.40) (see Figure 4E).

Based on the findings above, we proceeded to explore
measurement invariance for the two and three-factor models.
The one-factor model was not further analyzed because of
the unsatisfactory fit. Due to low loadings and no statistical
significance between latent variables (general and specific)
and some observed variables in the bifactor solution as
well as first and second order factors in the hierarchical
solution, these models were not further tested for measurement
invariance and reliability either. Also, the RIIFA was not further
explored for measurement invariance and reliability due to
the low factor loadings of some of the items (e.g., items
6, 8, 11, and 12).

Measurement Invariance Across Gender,
Age, Language, and Geographic
Location
The MGCFA results for measurement invariance for the two-
and three-factor solution of the MCSDS – Form C across gender
(male vs. female), age (18–35 year old vs. 36–50 year old vs.
51–72 year old), language (Russian vs. Kazakh), and geographic
location (urban vs. rural) are presented in Table 6.

For the two-factor solution, the MGCFA did not show
statistical significance and therefore full configural-metric and
full metric-scalar invariance for rural and urban teachers with
p = 0.51 and p = 0.43, respectively. The analysis established partial
configural-metric invariance (p = 0.08) with item 3 being freed up
in the constrained loadings model for factor 1 and partial metric-
scalar invariance (p = 0.11) among teachers from different age
groups where in addition to item 3, we allowed loadings between
factor 1 and items 4 and 6 to vary between groups. Furthermore,
while the analysis did not show statistical significance between
the configural and metric models for gender with p = 0.16, the
invariance between the metric and configural models was not
reached (p = 0.02). The Lagrange Multiplier Test did not indicate
significant items with all p-values above the threshold of 0.05.
As in the MGCFA analysis for the three-factor solution, the
likelihood ratio test between the configural and scalar models did
not show statistically significant differences with p = 0.52. Finally,
for the language group, we found no difference (p = 0.46) between
the general model with varied intercepts and loadings across
Russian and Kazakh speaking teachers and partial invariance
(p = 0.70) with items 2 and 3 being freed up for factor 1 in
the scalar model.

For the three-factor solution, measurement invariance was
established between rural and urban participants with p = 0.50
between configural – metric and p = 0.75 between metric –
scalar. The same was true in the Russian-Kazakh language of
the questionnaire, with p = 0.56 between configural – metric
and p = 0.53 between metric – scalar. It is important to point
out that the scalar model for language showed a statistically
significant difference with the metric model and thereby we
switched to partial solution freeing up loadings for items 2, 3,
and 6 in factor 1. For age, the configural and scalar models
failed to demonstrate measurement invariance, as some estimated
variances showed negative signs. For gender, we encountered the
same problem with metric invariance. However, comparing the
configural model with the scalar model, the p-value was 0.56.

Overall, these findings demonstrate the measurement
invariance of the MCSDS – Form C across language and
geographic location for both models, but not across gender
groups in the two- and three-factor solutions and age in the
three-factor solution.

Factorial and Composite Reliability
Two approaches were implemented to explore the reliability
of the scores in the two models under examination for the
Kazakhstani version of the MCSDS – Form C. First, internal
consistency was examined using Cronbach’s alpha (α) coefficient.
The results demonstrated adequate internal reliability for the two
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TABLE 6 | Measurement invariance.

Two-factor model Three-factor model

Group MI p value MI p value

Rural-urban Configural – metric 0.51 Configural – metric 0.50

Metric – scalar 0.43 Metric – scalar 0.74

Age Configural – metric (partial) 0.08 Configural (failed) – metric –

Metric (partial) – scalar 0.11 Metric – scalar (failed) –

Gender Configural – metric 0.16 Configural – metric (failed) –

Metric – scalar (failed)Configural – scalar –0.52 Metric (failed) – scalarConfigural – scalar –0.56

Language Configural – metric 0.46 Configural – metric 0.56

Metric – scalar (partial) 0.70 Metric – scalar (partial) 0.53

dimensions of the two-factor model (α = 79, α = 76, respectively).
For the three-factor model, internal reliability was adequate for
factor 1 (α = 79) and factor 2 (α = 77), but lower for factor
3 (α = 62). Second, to account for the multidimensionality
of the scale, the reliability of the scores was examined using
the McDonald’s omega (ω) statistic. Coefficient ω for subscale
internal consistency exhibited poor reliability indices for the two
dimensions in the two-factor (ω = 0.54, ω = 0.50, respectively).
Similarly, coefficient ω for the three dimensions in the three-
factor model were low, ranging from 0.47 to 0.54. We do not
specifically discuss an acceptable threshold of reliability in this
paper, but we expect group-specific factors to be higher than 0.70
to be counted as at least acceptable.

DISCUSSION

This research investigated the psychometric performance of
the Marlowe-Crowne Social Desirability Scale (MCSDS) –
Form C in a nationally representative sample of teachers
in Kazakhstan. We examined the factorial structure of the
scale using several dimensionality reduction techniques, such
as Principal Component Analysis (PCA) and Categorical
Principal Component Analysis (CATPCA), as well as Exploratory
Factor Analysis (EFA) computed on the matrix of tetrachoric
correlations. Furthermore, the theoretical structure of the scale
was further tested using a Confirmatory Factor Analysis (CFA)
and a Random Intercept Item Factor Analysis (RIIFA). We tested
whether the measure varied between gender, age, geographic
location, and language groups using Multigroup Confirmatory
Factor Analyses (MGCFA). Finally, the reliability of the
scores was explored using Cronbach’s alpha and McDonald’s
omega coefficients.

Overall, the results of this study do not support the theoretical
unidimensionality of the Kazakhstani version of the scale
(Reynolds, 1982). In contrast, the findings clearly suggest that a
multidimensional factorial structure and existence of a spurious
factor provide better representations of the data. On the one
hand this is consistent with a growing number of studies
that have challenged the use of the full and short versions of
the MCSDS to measure a single factor of SDB representing
“need for approval” (e.g., Paulhus, 1984; Barger, 2002; Stöber
et al., 2002; Leite and Beretvas, 2005). On the other hand,

the significant random component along with the substantive
component supports the idea that the results of MCSDS-
Form C were affected by the response style of the teachers
(Maydeu-Olivares and Coffman, 2006).

The results of this study suggest that both a two and a three
correlated factor models demonstrated satisfactory fit to the data
in the CFAs. Their more complex alternatives (i.e., bifactor and
hierarchical factor models) were underidentified or demonstrated
low factor loadings for some of the items. Although the three-
factor model showed a relatively better performance than the
two-factor model, the later seemed to provide a more empirically
adequate and theoretically sound structure for the Kazakhstani
version of the MCSDS – Form C. This could be due to at
least four reasons. First, the EFA with oblique rotation showed
substantial item cross-loadings (>0.20) for the three-factor
model. Such cross-loadings present a great challenge for classical
CFA, since significant cross-loadings can affect model estimation
and identification (Mai et al., 2018; Zhang et al., 2021). Second,
the moderate to high correlation between the second and third
factors (r < 0.56) in the three-factor model suggests that both
factors essentially represent one construct. Furthermore, the low
correlation between the two components in the two-factor and
three-factor CFA models (r < 0.20) suggests that these two are
separate but related constructs. Third, the test of measurement
invariance across age and language in the three-factor model
showed improper solution and non-convergence issues. This can
be due to the small number of indicators (i.e., two items) for
factor 3. Such results are in line with findings on estimation
and convergence in CFA models. For instance, Anderson and
Gerbing (1984) found that the likelihood of non-convergent and
improper cases increases in models with small sample sizes and
a small number of indicators per factor. Similarly, Ding et al.
(1995) showed that the frequency of improper solutions depends
on small samples and two indicators per factor in CFA models.
For the two-factor model, we did not have non-convergence
and improper solutions across all groups, although we found
statistical differences between men and women teachers. Fourth,
the internal consistency coefficients demonstrate slightly better
reliability of the scores in the two-factor solution compared to
the three-factor solution. More specifically, the alpha coefficients
suggest that the items of the scale are relatively accurate when
measuring two dimensions, but they do not precisely measure a
third dimension (α = 0.62). However, the low omega coefficients
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for all subscale scores (ω < 0.60) indicate that neither the
two-factor nor the three-factor models offer high confidence in
measuring SDB with an acceptable level of precision.

In addition to these reasons, the two-factor model also
presents itself as a better solution from a theoretical point of
view. Figure 5 presents the resulting distribution of items across
the two latent factors. The Kazakhstani version of the MCSDS
Form C seems to resemble two separate dimensions of social
desirability: attribution and denial (Millham, 1974). The former
accounts for assigning socially favorable traits to oneself, while
the latter represents a tendency to deny socially unfavorable traits.
Furthermore, existing studies of the original MCSDB scale over
the years in different cultural contexts confirmed that attribution
and denial are the two underlying dimensions of the full as well as
the short forms (Ramanaiah et al., 1977; Loo and Thorpe, 2000;
Tao et al., 2009; He et al., 2015; Kurz et al., 2016). In this context,
it can be argued that the first factor accounts for the dimension of
attribution, whereas the second factor represents the dimension
of denial. Individuals with high scores on both constructs,
rather than being concerned with the actual meaning of their
behavior, are more concerned with the external disapproving
judgment (Millham, 1974). Furthermore, based on the low factor
correlation (r < 0.20) we support the idea that these two sub
concepts should be measured separately (Fischer and Fick, 1993).

Alternatively, the RIIFA model demonstrated the existence of
a spurious factor associated with the item keying. In this model,
the random component accounted for the substantial percentage
of variance (21%), whereas the substantial factor accounted for
18%. The bigger proportion of variance of the random intercept
suggests that the scale answers depend more on the method
factor rather than the substantial factor that represents SDB.
Thus, unlike the two-factor solution, the second dimension is
not substantive and merely depicts idiosyncratic use of the scale
by the teachers. Moreover, in comparison with the two-factor
solution, the RIIFA model produced a relatively better fit. Overall,
in this particular sample of Kazakhstani teachers, these findings
present an alternative interpretation of the MCSDS-Form C
results that do not support the existence of the attribution and
denial dimensions. Moreover, the RIIFA results indicate low
factor loadings between the substantial factor and items 6, 8, 11,
12 (β = 0.16, β = 0.29) suggesting weak relation between the
items and the substantive factor, as well as the clear grouping of
negatively and positively worded items.

Collectively, based on the results above, we favor the RIIFA
solution and suggest interpreting the results of MCSDS-Form C
as dependent on teacher response styles, not on the substantive
factors representing social desirability. Still, the two-factor
solution can be considered as a good hypothetical alternative that
should be considered when working with MCSDS-Form C.

This is especially relevant considering some striking results
in the latest TALIS 2018 study. For instance, in Kazakhstan 72%
of teachers self-assessed their level of preparedness in classroom
management as good and very good. In comparison, the OECD
average in this component was 53% (OECD, 2019). In fact, in
all items on preparedness Kazakhstani teachers indicated higher
percentages of good and very good levels than their colleagues
from OECD, the range of percentage difference is from 9 to 22%
(Information-Analytic Center [IAC], 2019).

A plausible explanation for the high percentages of SDS in the
present study is the higher number of females in the sample. In
fact, the population distribution indicates a proportion of 4 to
1 (80 to 20%) in favor of female teachers (Information-Analytic
Center [IAC], 2020). Previous research has shown that females
tend to exhibit higher SDS than male respondents (e.g., Barger,
2002; Booth-Kewley et al., 2007; Fastame and Penna, 2012;
Bossuyt and Van Kenhove, 2018). Apart from this, some broader
cultural differences, such as collectivism and individualism, may
lead to differences in responses. High levels of SDB in collectivist
societies (e.g., like Kazakhstan) have been widely discussed in
the literature (Middleton and Jones, 2000; van Hemert et al.,
2002; Kim and Kim, 2016; Ryan et al., 2021). For example, van
Hemert et al. (2002) found a negative correlation between the
Lie scale and individualist culture. The Lie scale constitutes a part
of EPQ (Eysenck Personality Questionnaire) and measures social
conformity and behavior of faking good (Eysenck and Eysenck,
1991). Thus, one of the possible major reasons behind the poor
reliability of the MCSDB – Form C in this study could relate
to the general tendency to give dishonest answers according to
collectivist cultural orientations in Kazakhstan. Unfortunately,
we do not have enough evidence to further elaborate on this point
since our primary interest was to check psychometric properties
of the short form. Surprisingly, this article is one of the few
attempts to study an instrument measuring SDB in a post-soviet
country of Central Asia with collectivist culture, even though
the social desirability was extensively studied cross-culturally
elsewhere, across different fields of social science including but
not limited to psychology, education, and sociology. Moreover,
a large part of the previous research utilizing full and short
forms of MCSDS was mainly concerned with social desirability
as representing substantive dimensions but did not consider the
potential effect of a response style on the scale answers. In this
respect, when working with MCSDS forms we propose to account
for both, substantive, and method factors by using traditional
CFA and the RIIFA models. More research is needed in this
direction. We believe that this article will open a path to future
research on social desirability bias as a response pattern and
as a personality characteristic with special focus on collectivist
post-soviet countries of Central Asia.

Speaking about the limitations of the article, we can highlight
several major factors that can potentially affect the results. First,
according to the results, the scale is not a perfect measurement
of social desirability; ideally, it would be appropriate to repeat
the above procedure on the full MCSDB scale consisting of 33
items. This article focuses only on one of the existing short
forms proposed by Nederhof (1985). The second limitation is
related to the target population of the survey and its subgroups’
specifics. Although the sample is representative, it focuses
only on the subject teachers. Sampling issues are not new or
specific to this particular Kazakhstani MCSD survey. Many
studies have identified sampling representations as limitations
(Beretvas et al., 2002; Sârbescu et al., 2012). Although some of
these studies indicate an overwhelming participation of males
(Sârbescu et al., 2012), other studies find issues of reliability
differences on social desirability even with less differences in
gender representation (Loo and Thorpe, 2000; Beretvas et al.,
2002). Thus, future research on SDB in Kazakhstan and in
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FIGURE 5 | Distribution of items across the two latent factors in the Kazakhstani MCSDS – Form C.

societies with predominantly collectivist culture can broaden
the focus from specific target subpopulations to the general
country-wide population testing either several short forms or the
full MCSDB scale. Third, although the MCSDB scale is one of
the most widely spread instruments, there are other traditional
scales (Edwards, 1957; Sackheim and Gur, 1978; Paulhus, 1988;
Eysenck and Eysenck, 1991) that can be used together with the
MCSDB to measure social desirability and to test for convergent
validity. The fourth limitation concerns measurement invariance
for the RIIFA model. Although due to low factor loadings we
did not calculate configural, metric and scalar invariance models
nevertheless future research could include traditional MI as
well as computation of a specific (factor and method) metric
invariance to test whether the substantive factor and the method
factor are independent (Steenkamp and Maydeu-Olivares, 2020).

In addition, factor analysis works best with the continuous
data, employed in this study on the matrix of tetrachoric
correlation, it is a limited information model, and the results
must be regarded as an approximation of the full model (Mislevy,
1986; Schumacker and Beyerlein, 2000). Therefore, in exploring
the factorial structure of MCSDS – Form C, future research can
focus on full information models that allow one to work directly
with categorical data and account for potentially important cross-
loadings. Instead of the classical approach used in this article,
one could use either Bayesian CFA or MIRT models. In the
former, one can account for important cross-loadings in the
model by placing normal priors with small variance on them
(Muthen and Asparouhov, 2012). In the latter, MIRT models
specifically work with categorical binary and polytomous items
and allow estimation of within item structure where an item
can be associated with several latent traits, which is not possible
in classical CFA.

CONCLUSION

Research on SDB requires measurement instruments that provide
reliable and valid scores in local contexts, cultures, and languages.
In this study, we report several approaches to determine the
psychometric performance of the Kazakhstani version of the
MCSDS – Form C. We conclude that when using the Kazakhstani
version of the MCSDS – Form C, if the RIIFA modes does
not signal the presence of a significant method factor along
with the substantive factor, then separate attribution and denial
scores should be used instead of a total score measuring SDB.
Furthermore, caution should be exercised when interpreting
these scores due to the low omega reliability coefficients obtained
for both subscales. The measurement of attribution and denial is
equivalent across geographic location (urban vs. rural), language
(Kazakh vs. Russian), and age groups, but these dimensions
seem to be interpreted differently between male and female
participants. Furthermore, MCSDS does not seem to be a perfect
instrument for the context of Kazakhstani teachers because the
collective culture of the Kazakhstani society combined with the
current rigid vertical system of education could have an impact
on the answers to the questions of the instrument. Despite
these limitations, the validation of the Kazakhstani version of
the MCSDS – Form C presented in this study is a first step in
facilitating further research and measurement of SDB in post-
Soviet Kazakhstan and other Central Asian countries.
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In this article, a highly effective Bayesian sampling algorithm based on auxiliary

variables is proposed to analyze aberrant response and response time data. The

new algorithm not only avoids the calculation of multidimensional integrals by the

marginal maximum likelihood method but also overcomes the dependence of the

traditional Metropolis–Hastings algorithm on the tuning parameter in terms of acceptance

probability. A simulation study shows that the new algorithm is accurate for parameter

estimation under simulation conditions with different numbers of examinees, items, and

speededness levels. Based on the sampling results, the powers of the two proposed

Bayesian assessment criteria are tested in the simulation study. Finally, a detailed analysis

of a high-state and large-scale computerized adaptive test dataset is carried out to

illustrate the proposed methodology.

Keywords: aberrant responses, Bayesian inference, mixture hierarchical model, Pólya-gamma distribution, rapid

guessing behavior, Gibbs sampling algorithm

1. INTRODUCTION

In educational psychological assessments, examinees often perform different types of test-taking
behaviors (Bolt et al., 2002; Boughton and Yamamoto, 2007; Goegebeur et al., 2008; Chang et al.,
2014; Wang and Xu, 2015; Wang et al., 2018; Man et al., 2018; Man and Harring, 2021). One is
the solution behavior, in which the examinee gives a response after careful consideration to each
part of an item (Schnipke and Scrams, 1997; Bolt et al., 2002; Wise and Kong, 2005; Wang and
Xu, 2015). An alternative is the rapid guessing behavior, in which the examinee simply seeks to
obtain an answer quickly without a deep thought process; this behavior often occurs in high-stakes
tests owing to insufficient time and in low-stakes tests owing to lack of motivation. In fact, the
traditional item response theory (IRT) model is based on the assumption that the correct response
probability increases with the ability of the test taker under the solution behavior. The correct
response probability under the rapid guessing behavior is actually rarely dependent on the measure
constructed by the test (Lord and Novick, 1968;Wise and DeMars, 2006; Boughton and Yamamoto,
2007; Goegebeur et al., 2008). Numerous studies have shown that the presence of rapid guessing
behavior inevitably leads to biased inferences of the item and person parameters (Bolt et al., 2002;
Wise and DeMars, 2006; Boughton and Yamamoto, 2007; Goegebeur et al., 2008; Chang et al., 2014;
Wang and Xu, 2015; Wang et al., 2018). Therefore, appropriate models need to be constructed
to capture both solution behavior and rapid guessing behavior to reduce these biased parameter
estimates. Before we analyze aberrant response behavior, we provide an explanation of the change
point, which is the cut-off point at which an examinee adopts different response strategies. By
considering a change point, Bolt et al. (2002) classified examinees in the speeded group before the
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change point and found that they were more likely to adopt
the solution behavior, whereas examinees who transferred from
the speeded group to the non-speeded group after the change
point were more likely to choose the rapid guessing behavior.
In contrast to models using fixed change point locations,
Boughton and Yamamoto (2007) proposed the more flexible
HYBRID model, which allowed different examinees to have
change points at different locations. The model assumes that
examinees’ responses follow a Rasch model until a particular
point in a given examinee’s test, after which the responses to all
items are randomly guessed. Goegebeur et al. (2008) proposed a
speeded model with one change point to characterize the gradual
switch between response strategies by introducing an additional
examinee-specific change-rate parameter. In addition, Wise and
DeMars (2006) proposed an effort-moderated IRT model to
decompose the correct response probability into a mixture of two
sub-models. The two sub-models were used to characterize the
solution behavior and rapid guessing behavior, respectively.

In parallel with the abovementioned item response data,
response time, which is an important type of important auxiliary
information, has been widely used to distinguish between two
different behaviors (Schnipke and Scrams, 1997; Wise and
DeMars, 2006; van der Linden and Guo, 2008; Wang and Xu,
2015). van der Linden and Guo (2008) found that examinees’
response times in a high-stakes achievement test showed a
mixture of two different distributions. Similarly, Schnipke and
Scrams (1997) verified that the distribution of response times
for end-of-test items showed a bimodal pattern in a high-stakes
exam. In the study of (Schnipke and Scrams, 1997), a two-state
mixture model was proposed to decompose the distribution of
response times for each item into two parts. The two parts of
the response times quantified the solution behavior and the rapid
guessing behavior, respectively. Wang and Xu (2015) proposed
a mixture model to consider differences between item responses
and response time patterns resulting from the solution behavior
and rapid guessing behavior. The mixture model used both item
response and response time information and considered multiple
switch points for each examinee.

A variety of estimation methods have been proposed to
estimate the parameters of the IRT and response time models.
In the frequentist framework, the most common method is
the marginal maximum likelihood estimation (MMLE) via
expectation maximization algorithm (Bock and Aitkin, 1981;
Baker and Kim, 2004). However, the main drawback of marginal
maximum likelihood methods is the inevitable need for tedious
approximation of the multidimensional integral using numerical
integration (Bock and Schilling, 1997; Rabe-Hesketh et al., 2002,
2005) or Monte Carlo integration (Kuk, 1999; Skaug, 2002)
when the latent variables are high dimensional. This is because
the number of discrete quadrature points required increases
exponentially as the number of latent variables increases linearly
during the computation (Converse et al., 2021, p. 1465).
Although the adaptive quadrature method has been used to
deal with the computational deficiency by using a small number
of quadrature points, the problem has not been completely
solved (Jiang and Templin, 2019). In addition, the comparison
method of the MMLE is simplistic; comparison methods other

than the root mean square error of approximation are seldom
used (Zhang et al., 2019). Compared with the MMLE method,
first, the Bayesian method allows one to update knowledge by
using proper informative priors based on previous studies, the
posterior distribution being more precise than the likelihood
or the prior alone (Jackman, 2009). The incorporation of
proper informative priors into the Bayesian analysis can be
used to obtain better results in the case of small to moderate
sample sizes. In addition, even if weakly informative inaccurate
priors are used, the performance of the Bayesian method does
not deteriorate. Second, Bayesian estimation does not rely on
asymptotic arguments and can give more reliable results for
small samples (Lee and Song, 2004; Song and Lee, 2012). Third,
another major advantage of Bayesian analysis is the ability to
analyze models that are computationally heavy or impossible
to estimate with MMLE. These include models with categorical
outcomes with many latent variables and, thus, many dimensions
of numerical integrations (Asparouhov and Muthén, 2010b;
Muthén, 2010).

In the current study, an efficient Pólya–gamma Gibbs
sampling algorithm (Polson et al., 2013) in a fully Bayesian
framework is proposed to estimate the parameters of the mixture
model of Wang and Xu (2015). Compared with traditional
Bayesian sampling algorithms, e.g., the Metropolis–Hastings
sampling algorithm (Metropolis et al., 1953; Hastings, 1970;
Tierney, 1994; Chib and Greenberg, 1995; Chen et al., 2000),
Gibbs sampling algorithm (Geman andGeman, 1984; Tanner and
Wong, 1987; Gelfand and Smith, 1990; Albert, 1992; Béguin and
Glas, 2001; Fox and Glas, 2001), and the advantages of the Pólya–
gamma Gibbs sampling algorithm are presented from multiple
perspectives. First, the Pólya–gamma Gibbs sampling algorithm
avoids retrospective tuning in the Metropolis–Hastings sampling
algorithm if we do not know how to choose a proper tuning
parameter or if no value for the tuning parameter is appropriate.
It always keeps the drawn samples accepted, thereby increasing
the sampling efficiency (Zhang et al., 2020). Second, the Pólya–
gamma Gibbs sampling algorithm can transform the non-
conjugate model into the conjugate model by using augmented
auxiliary variables. With the help of the traditional Gibbs
sampling algorithm, posterior sampling is easier to implement
(Polson et al., 2013). Third, in Bayesian estimation, prior
distributions of model parameters and observed data likelihood
produce a joint posterior distribution for the model parameters.
The prior specifications and prior sensitivity are important
aspects of Bayesian inference (Ghosh and A. Ghosh, 2000). In
fact, the Pólya–gamma Gibbs sampling algorithm is not sensitive
to the specification of the prior distribution. It can still obtain
satisfactory results even if the proper or mis-specification priors
are adopted (Zhang et al., 2020).

The rest of this article is organized as follows. Section 2
contains an introduction to the mixture hierarchical model
and the corresponding identification restrictions. A detailed
implementation of the Pólya–gamma Gibbs sampling algorithm
is described in Section 3. In Section 4, two simulations
focus on the parameter recovery performance of the Bayesian
algorithm using the results of the model assessments. In addition,
the quality of the Bayesian algorithm is investigated using
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high-state and large-scale computerized adaptive test data in
Section 5. We conclude the article with a brief discussion in
Section 6.

2. MODELS

Following Wang and Xu (2015), the mixture model is used to
distinguish solution behavior from rapid guessing behavior. The
correct response probability of examinee i on item j is assumed to
follow a mixture decomposition

P
(
Yij = 1

∣∣ηij
)
=
(
1− ηij

)
P
(
Yij = 1

∣∣ηij = 0
)

+ ηijP
(
Yij = 1

∣∣ηij = 1
)
,

where ηij is a latent response behavior indicator variable,
ηij = 1 denotes the case where examinee i answers item j
by rapid guessing behavior, and ηij = 0 denotes the solution
behavior. P

(
Yij = 1

∣∣ηij = 0
)
quantifies the probability of a

correct response resulting from the solution behavior, whereas
P
(
Yij = 1

∣∣ηij = 1
)
captures the probability of a correct response

with the rapid guessing behavior. We use the two-parameter
logistic (2PL; Birnbaum, 1968) model for the solution behavior,

P
(
Yij = 1

∣∣ηij = 0, θi, aj, bj
)
=

exp
[
aj
(
θi − bj

)]

1+ exp
[
aj
(
θi − bj

)] ,

where aj and bj are the discrimination and difficulty parameters
of item j, and θi denotes the ability of the ithe examinee. The
probability that examinee i answers item j correctly by the rapid
guessing behavior is gj; this is an item-specific probability:

P
(
Yij = 1

∣∣ηij = 1
)
= gj.

In parallel with the mixture item response model, the observed
response time Tobs

ij is

Tobs
ij =

(
1− ηij

)
Tij + ηijCij,

where Tij represents the time required for examinee i to respond
to item j using solution behavior, and Cij represents the time
required for examinee i to respond to item j using rapid
guessing behavior. Therefore, given latent indicator variable ηij,

the density function of observed response time Tobs
ij can be

denoted as

pij
(
tij
∣∣ηij

)
=
(
1− ηij

)
fij
(
tij
)
+ ηijhij

(
tij
)
,

where f and h represent corresponding density functions of Tijv

and Cijv.
Response times on test items have been modeled in

various families of distributions in psychometric applications,
including exponential (Scheiblechner, 1979), gamma (Maris,
1993), Weibull (Rouder et al., 2003), log-normal race (Rouder
et al., 2015), and semi-parametric models (Wang et al., 2013).
Response time data are non-negative, and their distributions tend
to be positively skewed. The log transformation would move

positively skewed distributions toward symmetric shapes. We
chose the log-normal distribution (van der Linden, 2006) for
response times with solution behavior:

log
(
Tij

)
= λj − τi + eij, eij ∼ N

(
0, σ 2

j

)
,

where λj is the time intensity of item j; a higher value of λj
indicates that the item is expected to consume more time. τi is
a speed parameter of examinee i; a higher value of τi means that
the examinee works faster and a lower response time is expected.
σ 2
j allows for differences between the variances of log-times

on different items. Following the “common-guessing” (Schnipke
and Scrams, 1997), the response times of the guessing behavior
have a common log-normal distribution

log
(
Cij

)
∼ N

(
µc, σ

2
c

)
.

To capture across-person relationships between speed and
accuracy, we assume that the ability and speed parameters have a
bivariate normal distribution, to explore whether examinees with
higher ability tend to answer items faster, i.e.,

ξ i = (θi, τi)
′

∼ N (µP,6P) ,

with mean vector

µP = (µθ ,µτ )
′

and covariance matrix

6P =

(
σ 2

θ σθτ

στθ σ 2
τ

)
.

2.1. Model Identification
In the 2PL model, to eliminate the trade-off between ability θ and
difficulty parameter b in location, we only need to fix the mean
population level of ability to zero. That is, µθ = 0. To eliminate
the trade-off between ability θ and discrimination parameter a in
scale, we need to restrict the variance population level of ability
to one. That is, σ 2

θ = 1. For the response time model with
the solution behavior, to eliminate the trade-off between speed
parameter τ and time intensity parameter λ in location, we need
to fix the mean population level of speed to zero. That is, µτ = 0.

There are several widely used identification restriction
methods for two-parameter IRT models. The identification
restrictions of our models are based on the following methods.

(1) Fix the mean population level of ability to zero and the
variance population level of ability to one (Lord and Novick,
1968; Bock and Aitkin, 1981; Fox and Glas, 2001; Fox, 2010).
That is, θ ∼ N (0, 1).

(2) Restrict the sum of item difficulty parameters to zero and the
product of item discrimination parameters to one (Fox and
Glas, 2001; Fox, 2005, 2010). That is,

J∑

j=1

bj = 0 and

J∏

j=1

aj = 1.
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(3) Fix the item difficulty parameter to a specific value, most
often zero and restrict the discrimination parameter to a
specific value, most often one (Fox and Glas, 2001; Fox,
2010). That is, b1 = 0 and a1 = 1.

3. BAYESIAN ESTIMATION USING MCMC
SAMPLING

Let � = (ηij, , θi, aj, bj, λj, τi, σ
2
j ,µa, σ

2
a ,µb, σ

2
b
,µλ, σ

2
λ ,µc, σ

2
c , gj,

σθτ , σ
2
τ ,πi); then, the full joint posterior of person and item

parameters given Y, T, and η is

L (� |Y,T )

=

N∏

i=1

J∏

j=1

[
πigjh

(
tij;µc, σ

2
c

)]ηij .Yij [
πi

(
1− gj

)
h
(
tij;µc, σ

2
c

)]ηij .(1−Yij)

×

[
(1− πi) P

(
Yij = 1

∣∣ηij = 0, aj, bj, θi
)
f
(
tij; λj, τi, σ

2
j

)](1−ηij).Yij

×

[
(1− πi) P

(
Yij=0

∣∣ηij=0, aj, bj, θi
)
f
(
tij; λj, τi, σ

2
j

)](1−ηij).(1−Yij)

×p
(
θi, τi;µp,6p

)
p
(
aj
)
p
(
bj
)
p
(
λj
)
p
(
µp,6p

)
, (1)

where πi is the probability that examinee i uses the rapid guessing
behavior, i.e., πi = P

(
ηij = 1

)
.

3.1. Pólya–Gamma Gibbs Sampling
Algorithm
Polson et al. (2013) proposed a new data augmentation strategy
for fully Bayesian inference in logistic regression. This data
augmentation approach used a new class of Pólya–gamma
distribution, in contrast to the data augmentation algorithm of
Albert and Chib (1993), which was based on a truncated normal
distribution. Here, we introduce the Pólya–gamma distribution.
Definition: Let {Bk}

+∞
k=1

be an independent and identically
distributed random variable sequence from a gamma distribution
with parameters β and 1. That is, Bk ∼ gamma (β , 1). A random
variableW follows a Pólya–gamma distribution with parameters
β > 0 and ̺ ∈ R, denotedW ∼ PG (β , ̺), if

W
D
=

1

2π

+∞∑

k=1

Bk(
k− 1

2

)2
+

̺2

4π2

,

where
D
= denotes equality in distribution. In fact, the

Pólya–gamma distribution is an infinite mixture of gamma
distributions, which provides the ability to sample from
gamma distributions.

Based on Theorem 1 of Polson et al. (2013, page 1341,
Equation 7), the likelihood contribution of the ith examinee
answering the jth item under the solution behavior category ηij =

0 can be expressed as

L
(
aj, bj, θi

)
=

{
exp

[
aj
(
θi − bj

)]}Yij

1+
{
exp

[
aj
(
θi − bj

)]} ∝ exp
{
kij
[
aj
(
θi − bj

)]}

×

∞∫

0

exp

{
−
Wij

[
aj
(
θi − bj

)]2

2

}
p
(
Wij |1, 0

)
dWij,

(2)

where kij = Yij −
1
2 . p

(
Wij |1, 0

)
is the conditional density of

Wij. That is, Wij ∼ PG (1, 0) . The auxiliary variable Wij follows
a Pólya–gamma distribution with parameters (1, 0). Within
the solution behavior category ηij = 0, the full conditional
distribution of a, b, θ given the auxiliary variables, W can be
written as

p (a, b, θ |η,W,Y )

∝





N∏

i=1

J∏

j=1

[
exp

{
kij
[
aj
(
θi − bj

)]}
exp

[
−
Wij

[
aj
(
θi − bj

)]2

2

]]


I(ηij=0)

×

{
N∏

i=1

p (θi |τi,µP,6P )

}I(ηij=0)




J∏

j=1

[
p
(
aj
)
p
(
bj
)]




I(ηij=0)

,

(3)

where p
(
aj
)
and p

(
bj
)
are the prior distributions for aj and bj. It

is known that there are relationships between the latent ability
and speed parameter, which can be constructed by a bivariate

normal prior distribution

(
θi
τi

)
∼ N

((
µθ

µτ

)
,6P

)
. Therefore,

the conditional prior distribution of θi is the normal distribution

θi |τi,µP,6P ∼ N
(
µθ |τ , σ

2
θ |τ

)
,

where µθ |τ = µθ + σθτσ
−2
τ (τi − µτ ) and σ 2

θ |τ = σ 2
θ −

σθτσ
−2
τ στθ .

Step 1: Sample the auxiliary variable Wij, within the solution
behavior category ηij = 0, given the item discrimination
and difficulty parameters aj, bj and the ability θi. According to
Equation (1), the full conditional posterior distribution of the
random auxiliary variableWij is given by

f
(
Wij

∣∣aj, bj, θi
)
∝ exp

[
−
Wij

[
aj
(
θi − bj

)]2

2

]
p
(
Wij |1, 0

)
.

According to Biane et al. (2001) and Polson et al. (2013; p. 1341),
the density function p

(
Wij |1, 0

)
can be written as

p
(
Wij |1, 0

)
=

∞∑

v=0

(−1)v
(
2k+ 1

)
√
2πWij

exp

[
−

(
2k+ 1

)2

8Wij

]
.

Therefore, f
(
Wij

∣∣aj, bj, θi
)
is proportional to

∞∑

v=0

(−1)v
(
2k+ 1

)
√
2πWij

exp

[
−

(
2k+ 1

)2

8Wij
−

Wij

[
aj
(
θi − bj

)]2

2

]
.
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Finally, the specific form of the full conditional distribution of
Wij is as follows:

Wij ∼ PG
(
1,
∣∣aj
(
θi − bj

)∣∣) .

Next, Gibbs samplers are used to draw the item parameters.
Step 2: Sample the discrimination parameter aj for each item

j. The prior distribution of aj is assumed to follow a truncated
normal distribution, i.e., aj ∼ N

(
µa, σ

2
a

)
I
(
aj > 0

)
. Given Y ,

W, bj, and θ , the fully conditional posterior distribution of aj is
given by

p
(
aj
∣∣Y ,W, bj, θ

)

∝

N∏

i=1

{{
exp

[
aj
(
θi − bj

)]}Yij

1+ exp
[
aj
(
θi − bj

)] f
(
Wij

∣∣aj, bj, θi
)
}
p
(
aj
)
,

where f
(
Wij

∣∣aj, bj, θi
)
is given by the following equation (for

details, refer to Polson et al., 2013; p. 1341):

f
(
Wij

∣∣aj, bj, θi
)
=
{
cosh

(
2−1

∣∣aj
(
θi − bj

)∣∣)} 20

Ŵ (1)

×

∞∑

v=0

(−1)v
(
2k+ 1

)
√
2πWij

× exp

[
−

(
2k+ 1

)2

8Wij
−

Wij

[
aj
(
θi − bj

)]2

2

]
.

After rearrangement, the full conditional posterior distribution
of aj can be written as follows:

p
(
aj
∣∣Y ,W, bj, θ

)
∝

N∏

i=1

{{
exp

[
aj
(
θi − bj

)]}Yij

1+ exp
[
aj
(
θi − bj

)]

×
[
cosh

(
2−1

∣∣aj
(
θi − bj

)∣∣)]

× exp

[
−

[
aj
(
θi − bj

)]2
Wij

2

]}
p
(
aj
)
.

Therefore, the fully conditional posterior distribution of aj
follows a normal distribution truncated at 0 with mean

Varaj×



µaσ

−2
a +

[
N∑

i=1

Wij

(
θi − bj

)2
]




[
N∑

i=1

(
1− 2Yij

) (
θi − bj

)
]

2

[
N∑

i=1

Wij

(
θi − bj

)2
]








and variance

Varaj =

{
σ−2
a +

[
N∑

i=1

Wij

(
θi − bj

)2
]}−1

.

Step 3: Sample the difficulty parameter bj for each item j. The
prior distribution of bj is assumed to follow a normal distribution
with mean µb and σ 2

b
. That is, bj ∼ N

(
µb, σ

2
b

)
. Similarly, given

Y , W, aj, and θ , the fully conditional posterior distribution of bj
is given by

p
(
bj
∣∣Y ,W, aj, θ

)
∝

N∏

i=1

{{
exp

[
aj
(
θi − bj

)]}Yij

1+ exp
[
aj
(
θi − bj

)]

×
[
cosh

(
2−1

∣∣aj
(
θi − bj

)∣∣)]

× exp

[
−

[
aj
(
θi − bj

)]2
Wij

2

]}
p
(
bj
∣∣µb, σ

2
b

)
.

Therefore, the fully conditional posterior distribution of bj
follows a normal distribution with mean

Varbj ×



µbσ

−2
b

+

N∑

i=1

[
a2jWij

]




N∑

i=1

(
2a2j θiWij − 2Yijaj + aj

)

2

N∑

i=1

[
a2jWij

]







and variance

Varbj =

{
σ−2
b

+

N∑

i=1

[
a2jWij

]}−1

Step 4: Sample the ability parameter θi for each examinee i.
The conditional prior distribution of θi is assumed to follow a
normal distribution with mean µθ |τ = µθ + σθτσ

−2
τ (τi − µτ )

and σ 2
θ |τ = σ 2

θ −σθτσ
−2
τ στθ . That is, θi ∼ N

(
µθ |τ , σ

2
θ |τ

)
. Given

Y ,W, a and b, the fully conditional posterior distribution of θi is
given by

p (θi |Y ,W, a, b )

∝

J∏

j=1

{{
exp

[
aj
(
θi − bj

)]}Yij

1+ exp
[
aj
(
θi − bj

)] [cosh
(
2−1

∣∣aj
(
θi − bj

)∣∣)]

× exp

[
−

[
aj
(
θi − bj

)]2
Wij

2

]}
p
(
θi

∣∣∣µθ |τ , σ
2
θ |τ

)
.

Therefore, the fully conditional posterior distribution of θi
follows a normal distribution with mean

Varθi×



µθ |τ σ−2

θ |τ +

J∑

j=1

[
a2jWij

]




J∑

j=1

(
2Yijaj + 2a2j bjWij − aj

)

2

J∑

j=1

[
a2jWij

]







and variance

Varθi =



σ−2

θ |τ +

J∑

j=1

[
a2jWij

]




−1

.

Step 5: Sample the response behavior variable ηij. The fully
conditional posterior distribution of ηij is a Bernoulli distribution
with success probability
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πigjh
(
Tij;µc, σ

2
c

)

πigjh
(
Tij;µc, σ 2

c

)
+ (1− πi) P

(
Yij = 1

∣∣θi, aj, bj
)
f
(
Tij; λj, τi, σ

2
j

) , if Yij = 1,

πi

(
1− gj

)
h
(
Tij;µc, σ

2
c

)

πi

(
1− gj

)
h
(
Tij;µc, σ 2

c

)
+ (1− πi) P

(
Yij = 0

∣∣θi, aj, bj
)
f
(
Tij; λj, τi, σ

2
j

) , if Yij = 0.

Step 6: Sample πi. Given a Beta (ι1, ι2) prior and
J∑

j=1
ηij ∼

Binomial (J,πi), the fully conditional posterior of πi is

πi ∼ Beta


ι1 +

J∑

j=1

ηij, ι2 + J −

J∑

j=1

ηij


 .

Step 7: Sample gj. Given a Beta (ι3, ι4) prior, within the
guessing behavior category ηij = 1, the total number of people

engaging in rapid guessing behavior on item j is
N∑
i=1

ηij, and

the number of correct items is
N∑
i=1

ηijYij; thus,
N∑
i=1

ηijYij ∼

Binomial

(
N∑
i=1

ηij, gj

)
. The fully conditional posterior is

gj ∼ Beta

(
ι3 +

N∑

i=1

ηijYij, ι4 +

N∑

i=1

ηij −

N∑

i=1

ηijYij

)
.

Step 8: Sample τi. The conditional prior distribution of τi
is assumed to follow a normal distribution with mean µτ |θ =

µτ + στθσ
−2
θ (θi − µθ ) and σ 2

τ |θ = σ 2
τ − στθσ

−2
θ σθτ . That is,

τi ∼ N
(
µτ |θ , σ

2
τ |θ

)
. The fully conditional posterior distribution

of τi given Tobs, θ , λ , σ 2
j , µP, 6P, η is proportional to

J∏

j=1

f
(
tij; λjv, τi, σ

2
j

)(1−ηij)
p
(
τi

∣∣∣µθ |τ , σ
2
θ |τ

)
.

The fully conditional posterior distribution of τi is

N


σ 2

τ∗i


 σθτ θi

σ 2
τ − σ 2

θτ

+

J∑

j=1

[(
1− ηij

)
σ−2
j

(
λj − log tij

)]

 , σ 2

τ∗i


 ,

where σ 2
τ∗i

=

(
(
σ 2

τ − σ 2
θτ

)−1
+

J∑
j=1

[(
1− ηij

)
σ−2
j

])−1

.

Step 9: Sample λj. The fully conditional posterior distribution

of the intensity parameter given the parameters Tobs, τ , σ 2
j , µI ,

6I , η is

p
(
λj

∣∣∣Tobs
j , τ , σ 2

j ,µλ, σ
2
λ , η

)

∝

N∏

i=1

f
(
tij; λj, τi, σ

2
j

)(1−ηij)
p
(
λj
∣∣µλ, σ

2
λ

)
,

where λj ∼ N
(
µλ, σ

2
λ

)
. The fully conditional posterior

distribution of λj is

N

(
σ 2

λ∗j

(
µλσ

−2
λ +

N∑

i=1

(
1− ηij

) (
log tij + τi

)
σ−2
j

)
, σ 2

λ∗j

)
,

where σ 2
λ∗j

=

(
σ−2

λ + σ−2
j

N∑
i=1

(
1− ηij

))−1

.

Step 10: Sample σ 2
j . A prior for σ 2

j is an inverse-

gamma distribution, IG (υ1,ω1). The fully conditional posterior
distribution of σ 2

j is

IG


υ1 +

N∑
i=1

(
1− ηij

)

2
,ω1 +

N∑
i=1

[(
1− ηij

) (
log tij − λj + τi

)2]

2


 .

Step 11: Sample µc. We assume a uniform prior p (µc) ∝ 1.
The fully conditional posterior distribution of µc is proportional
to

p (µc |T, η ) ∝

N∏

i=1

J∏

j=1

f
(
tij;µc, σ

2
c

)ηij
p (µc) .

The fully conditional posterior distribution of µc is

µc |T, η ∼ N






N∑

i=1

J∑

j=1

ηij




−1


N∑

i=1

J∑

j=1

ηij log tij


 ,




N∑

i=1

J∑

j=1

ηij




−1

σ 2
c


 .

Step 12: Sample σ 2
c . We assume that the variance parameter

follows an inverse-gamma prior distribution, IG (υ2,ω2).
The fully conditional posterior distribution of σ 2

c given T,
µc, υ2,ω2, η is proportional to

p
(
σ 2
c |T,µc, υ2,ω2, η

)
∝

N∏

i=1

J∏

j=1

f
(
tij;µc, σ

2
c

)ηij
p
(
σ 2
c

)
.

The fully conditional posterior distribution of σ 2
c is

σ 2
c |T,µc, υ2,ω2, η

∼ IG




υ1 +

N∑
i=1

J∑
j=1

ηij

2
,ω1 +

N∑
i=1

J∑
j=1

ηij
(
log tij − µc

)2

2



.
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3.2. Metropolis–Hastings Sampling
Algorithm
In order to estimate the constrained covariance matrix 6P =(

1 σθτ

στθ σ 2
τ

)
(where σ 2

θ is restricted to be equal to 1 owing

to the model identification limitation), we need to update each
element of the constrained covariancematrix separately using the
Metropolis–Hastings algorithm.

Step 13: Sample the correlation σθτ between θ and τ .
The identification constraints induce a restricted covariance
matrix. The new value σ ∗

θτ is sampled from a truncated

normal distributionN
(
σ

(r−1)
θτ , s201

)
I
(
−p01 < σ ∗

θτ < p01
)
, where

p01 =

√
σ
2,(r−1)
τ . Therefore, the probability of acceptance

α
(
σ

(r−1)
θτ , σ ∗

θτ

)
can be written as

min




1,

N∏
i=1

p
(
τi

∣∣∣θ (r)

i , σ
2,(r−1)
τ , σ ∗

θτ

)
p
(
σ ∗

θτ

) (
8

(
p01−σ

(r−1)
θτ

s01

)
− 8

(
−p01−σ

(r−1)
θτ

s01

))

N∏
i=1

p
(
τi

∣∣∣θ (r)

i , σ
2,(r−1)
τ , σ

(r−1)
θτ

)
p
(
σ

(r−1)
θτ

) (
8
(
p01−σ ∗

θτ

s01

)
− 8

(
−p01−σ ∗

θτ

s01

))




;

otherwise, σ
(r−1)
θτ = σ ∗

θτ , where p (τi |θi ) is the conditional
density function of the speed parameter, s201 is the proposal
variance, and p (σθτ ) is the density of the uniform prior.

Step 14: Sample σ 2
τ . The new value σ 2,∗

τ is
sampled from a truncated normal distribution

N
(
σ
2,(r−1)
τ , s202

)
I

(
σ 2,∗

τ >
(
σ ∗

θ (2)τ

)2
= p0

)
. Therefore, the

probability of acceptance α
(
σ
2,(r−1)
τ , σ 2,∗

τ

)
can be written as

min




1,

N∏
i=1

p
(
τi

∣∣∣θ (r)

i , σ 2,∗
τ , σ

(r)
θτ

)
p
(
σ 2,∗

τ ; κ ,ϑ
) (

1− 8

(
p0−σ

2,(r−1)
τ

s02

))

N∏
i=1

p
(
τi

∣∣∣θ (r)

i , σ
2,(r−1)
τ , σ

(r)
θτ

)
p
(
σ
2,(r−1)
τ ; κ ,ϑ

) (
1− 8

(
p0−σ

2,∗
τ

s02

))




;

otherwise, σ 2,∗
τ = σ

2,(r−1)
τ , where s202 is the proposal

variance, and p
(
σ 2

τ ; κ ,ϑ
)
is the density function of the scaled

inverse chi-squared distribution with degrees of freedom and
the scale parameter.

3.3. Bayesian Model Assessment
Two Bayesian model assessment methods were developed
to evaluate the fit of the two models. The new model is
a mixture model that combines responses and response
times to detect rapid guessing behavior. The other model
does not consider the mixture structure. Spiegelhalter et al.
(2002) proposed the deviance information criterion (DIC)
as a way to evaluate model fit based on Bayesian posterior
estimates by considering the trade-off relationship between
the adequacy of the model fitting and the number of model
parameters. Write 3 =

(
3ij, i = 1, ...,N. j = 1, ..., J.

)
,

where 3ij =

(
ηij, θi, aj, bj, λj, τi, σ

2
j ,µc, σ

2
c , gj,πi

)′
.

Let
{
3(1), ...,3(M)

}
, where 3(m) =

(
η

(m)
ij , θ

(m)
i , a

(m)
j , b

(m)
j , λ

(m)
j , τ

(m)
i , σ

2,(m)
j ,µ

(m)
c , σ

2,(m)
c , g

(m)
j ,π

(m)
i

)′

for m = 1, ...,M, denotes an Markov chain Monte Carlo
(MCMC) sample from the posterior distribution in (1). The
logarithm of the joint likelihood function evaluated at 3(m) is
given by

log f
(
Y ,T

∣∣∣3(m)
)
=

N∑

i=1

J∑

j=1

log f
(
Yij,Tij

∣∣∣3(m)
ij

)
, (4)

where

f
(
Yij,Tij

∣∣3ij

)

=
[
πigjh

(
Tij

∣∣µc, σ
2
c

)]ηij .Yij [
πi

(
1− gj

)
h
(
Tij

∣∣µc, σ
2
c

)]ηij .(1−Yij)

×

[
(1− πi) P

(
Yij = 1

∣∣ηij = 0
)
f
(
Tij

∣∣∣λj, τi, σ 2
j

)](1−ηij).Yij

×

[
(1− πi) P

(
Yij = 0

∣∣ηij = 0
)
f
(
Tij

∣∣∣λj, τi, σ 2
j

)](1−ηij).(1−Yij)
.

As the log-likelihood function log f
(
Yij,Tij

∣∣∣3(r)
ij

)
, i =

1, ...,N. j = 1, ..., J, is readily available from the R outputs,
log f

(
Y ,T

∣∣3(r)
)
in (4) is easy to compute. The DIC can be

calculated as follows:

DIC =D̂ev(3)+ 2PD = D̂ev(3)+ 2
[
Dev(3)− D̂ev(3)

]
, (5)

where

Dev(3) = −
2

M

M∑

m=1

log f
(
Y ,T

∣∣∣3(m)
)
and

D̂ev(3) = −2 max
1≤m≤M

log f
(
Y ,T

∣∣∣3(m)
)
.

In (5), Dev(3) is a Monte Carlo estimate of the
posterior expectation of the deviance function Dev(3) =

−2 log f (Y ,T |3 ) . D̂ev(3) is an approximation of Dev(3̂),

where 3̂ is the posterior mode, when the prior is relatively

non-informative, and PD = Dev(3) − D̂ev(3) is the effective
number of parameters. The model with a smaller DIC value fits
the data better.
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Another method to compare the fit of the two models is
to use the logarithm of the pseudomarginal likelihood (LPML;
Geisser and Eddy, 1979; Ibrahim et al., 2001) by calculating the
conditional predictive ordinates (CPO) index. Next, the formulas
for computing the CPO and LPML are given. Letting Uij,max =

max
1≤m≤M

{
− log f

(
Yij,Tij

∣∣∣3(m)
ij

)}
, a Monte Carlo estimate of the

CPO (Gelfand et al., 1992; Chen et al., 2000) is given by

log ̂(CPOij) = −Uij,max

− log

[
1

M

M∑

m=1

exp
{
− log f

(
Yij,Tij

∣∣∣3(m)
ij

)
− Uij,max

}]
.(6)

Note that the maximum value adjustment used in log ̂(CPOij)
plays an important part in numerical stabilization when

computing exp
{
− log f

(
Yij,Tij

∣∣∣3(m)
ij

)
− Uij,max

}
in (6). A

summary statistic of the ĈPOij is the sum of their logarithms,
which is called the LPML and given by

LPML =

N∑

i=1

J∑

j=1

log ̂(CPOij).

A model with a larger LPML has a better fit to the data.

4. SIMULATION STUDIES

4.1. Simulation 1
This simulation study was conducted to evaluate the recovery
performance of the Pólya–gamma Gibbs sampling algorithm
under different simulation conditions.
Simulation Designs

The following conditions were manipulated: (a) test length,
J = 20 or 40, where the 20-item test is within 40 min,
and the 40-item test is within 80 min; (b) the number of
examinees, N = 1, 000 or 2, 000; and (c) the speededness
level, low speededness level (LSL) or high speededness level
(HSL). The speededness level is controlled by the intensity
parameter λj. That is, a larger time intensity parameter
corresponds to a longer average testing time. Fully crossing
the different values of these four factors yielded eight
conditions (two test lengths × two sample sizes × two
speededness levels).
True Values and Prior Distributions

For the 2PL model, true values of item discrimination
parameters aj are generated from a truncated normal
distribution, i.e., aj ∼ N (0, 1) I (0,+∞), j = 1, 2, ..., J,
where the indicator function I (A) takes a value of 1 if A is true
and 0 if A is false. The item difficulty parameters bj are generated
from a standardized normal distribution. For the RT model, the
response times of the rapid guessing behavior, Cij, are generated
from a log-normal distribution (Wang and Xu, 2015, p. 464),
i.e., logCij ∼ N (−2, 0.25). The correct response probability of
the rapid guessing behavior, gj, is set to 0.25 for all items (Wang
and Xu, 2015). Although the variances of the RT model, σ 2

j , can

vary across items in the process of model setting and algorithm

TABLE 1 | The proportions of examinees and items in the simulation study 1.

No. of items = 20

No. of examinees 1,000 No. of examinees 2,000

Item intensity Proportion of examinees who can

not finish a 20 item test within 40 min

λ ∼ U (−0.25, 0.25) 14.2% 12.3%

λ ∼ U (0.25, 0.75) 46.6% 40.5%

Item intensity Proportion of items that are answered

by rapid guessing

λ ∼ U (−0.25, 0.25) 3.31% 2.88%

λ ∼ U (0.25, 0.75) 14.86% 12.59%

No. of items = 40

No. of examinees 1,000 No. of examinees 2,000

Item intensity Proportion of examinees who can not

finish a 40 item test within 80 min

λ ∼ U (−0.25, 0.25) 13.4% 15.4%

λ ∼ U (0.25, 0.75) 44.1% 47.9%

Item intensity Proportion of items that are

answered by rapid guessing

λ ∼ U (−0.25, 0.25) 3.05% 3.43%

λ ∼ U (0.25, 0.75) 13.90% 14.61%

implementation, for convenience, we assume that the variance
of the RT model, σ 2

j , is set to 0.5 for all items. We controlled

the speededness level by adjusting the time intensity parameter,
that is, low speededness distribution λ ∼ U (−0.25, 0.25)
and high speededness distribution λ ∼ U (0.25, 0.75) . The
proportion of examinees who could not finish a test within the
allocated time is shown in Table 1. The proportion of items
that were answered by guessing is also shown in Table 1. For
the population distribution of person parameters, the ability

and speed parameters (θ , τ)
′

were generated from a bivariate

normal distribution with mean vector (0, 0)
′

and covariance

matrix

(
1 0.5
0.5 0.25

)
. The responses and response times were

generated from the 2PL model and log-normal distribution.
The following method was used to generate the guessing
behavior indicator ηij. For all items, examinees could finish
a given test within the allotted time having ηij = 0, where
j = 1, ..., J. Other ηij were generated by the following two
steps. Assuming that the generated response time data has
no time limit for all items, then we replace Tij with Cij from
the last item backward until the total response time is less
than or equal to the allocated time. Therefore, given the eight
simulation conditions, the RT paths for the examinees are shown
in Figures 1, 2. Figures 3, 4 show the histograms of response
times obtained from all item–person combinations. The
non-informative priors and hyperpriors for the parameters
were chosen as follows: p

(
aj
)

∼ N
(
0, 105

)
I (0,+∞) ,
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FIGURE 1 | Response time paths for 1,000 examinees at different speededness levels in the simulation study 1. (A) items 20 and low speededness, (B) items 20 and

high speededness, (C) items 40 and low speededness, and (D) items 40 and high speededness.

p
(
bj
)
∼ N

(
0, 105

)
, p
(
gj
)
∼ Beta (5, 17), p

(
λj
)
∼ N

(
0, 105

)
,

p (πi) ∼ Beta (1, 5), p (µc) ∼ N
(
−3, 105

)
, p

(
σ 2
c

)
∼Inv-

Gamma(0.0001, 0.0001) , p
(
σ 2

τ

)
∼ Inv-Gamma(0.0001, 0.0001) ,

and σθτ ∼ U
(
−
√

σ 2
τ ,
√

σ 2
τ

)
, where σ 2

τ = 1. Fifty replications

were considered in each simulation condition.
Convergence diagnostics

In order to evaluate the convergence of parameter estimates,
we only considered convergence in the case of minimum sample
sizes with HSLs owing to space limitations. That is, the test length
was fixed at 20, and the number of examinees was 1,000. Two
methods were used to check the convergence of our algorithm:
the “eyeball” method to monitor the convergence by visually
inspecting the history plots of the generated sequences; and the
Gelman–Rubin method (Gelman and Rubin, 1992; Brooks and
Gelman, 1998).

The convergence of the Bayesian algorithm was checked by
monitoring the trace plots of the parameters for consecutive
sequences of 20,000 iterations. The first 10,000 iterations were

set as the burn-in period. As an illustration, four chains started
at overdispersed starting values were run for each replication.
The trace plots of item parameters randomly selected are shown
in Figure 5. In addition, the potential scale reduction factor
(PSRF; Brooks and Gelman, 1998) values for all item parameters
are shown in Figure 6. We found that the PSRF values for all
parameters were less than 1.2, which ensured that all chains
converged as expected.

5. RESULTS

As shown in Table 2, the bias was between 0.0098 and 0.1411 for
the discrimination parameters a, between −0.0335 and 0.0010
for the difficulty parameters b, between −0.0206 and 0.0115 for
the rapid guessing parameters g, between −0.0271 and 0.0386
for the time intensity parameters λ, between−0.0105 and 0.0314
for the time discrimination parameters σ 2, between 0.0196 and
0.0313 for the ability parameters θ , between 0.0058 and 0.0377 for
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FIGURE 2 | Response time paths for 2,000 examinees at different speededness levels in the simulation study 1. (A) items 20 and low speededness, (B) items 20 and

high speededness, (C) items 40 and low speededness, and (D) items 40 and high speededness.

the speed parameters τ , between −0.0259 and 0.0202 for the µc,
between −0.0373 and 0.0136 for the σ 2

c , between −0.0671 and
−0.0102 for the σθτ , and between −0.0201 and 0.0056 for the
σ 2

τ . In addition, the MSE was between 0.0125 and 0.0413 for the
discrimination parameters a, between 0.0041 and 0.0138 for the
difficulty parameters b, between 0.0009 and 0.0026 for the rapid
guessing parameters g, between 0.0001 and 0.0017 for the time
intensity parameters λ, between 0.0001 and 0.0005 for the time
discrimination parameters σ 2, between 0.0873 and 0.1920 for the
ability parameters θ , between 0.0068 and 0.0693 for the speed
parameters τ , between 0.0000 and 0.0007 for the µc, between
0.0000 and 0.0009 for the σ 2

c , between 0.0010 and 0.0045 for the
σθτ , and between 0.0002 and 0.0009 for the σ 2

τ . In summary,
the Pólya–gamma Gibbs sampling algorithm provides accurate
estimates of the parameters for various numbers of examinees
and items.

5.1. Simulation 2
In this simulation study, we focus on the model fitting data for
the mixture model and non-mixture model based on different
simulation conditions from the perspective of Bayesian model
assessment. Two Bayesian model assessment tools, DIC and
LPML, are used to identify the true models.
Simulation Designs

For purposes of illustration, the numbers of examinees and
items were fixed at 1,000 and 40, respectively. The true value
settings for the item parameters in the 2PLIRT model and
response time model were the same as in simulation study 1.
The first factor is the correlation coefficient. Three correction
coefficients ρθτ were considered in this simulation. That is,
(1) ρθτ = 0.3 (θ and τ have weak correlation; WC); (2)
ρθτ = 0.8 (θ and τ have a strong correlation; SC). Furthermore,
the true values of θ and τ can be drawn from a bivariate
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FIGURE 3 | Histogram of 1,000 examinees’ response times based on all item–person combinations in the simulation study 1. (A) items 20 and low speededness, (B)

items 20 and high speededness, (C) items 40 and low speededness, and (D) items 40 and high speededness.

normal distribution with mean vector 0 and covariance matrix(
1 ρθτ

ρθτ 1

)
. The second factor is the speededness level, which

was varied by adjusting the time intensity parameter λ: (1) LSL,
λ ∼ U (−0.25, 0.25) ; (2) HSL, λ ∼ U (0.25, 0.75). The third
factor is the choice of fitting model: (1) mixture model; (2)
non-mixture model (hierarchical structure model of van der
Linden, 2007). Based on the abovementioned test conditions,
the item responses and response time data were respectively
generated from the 2PLIRT model and response time model.
Therefore, the true models and the fitted models were designed
as follows.

(i) True model, i.e., mixture model with WC (ρθτ =

0.3)⊕LSL vs. fitted model, i.e., mixture model with WC
(ρθτ = 0.3)⊕LSL, and non-mixture model with WC
(ρθτ = 0.3)⊕LSL.

(ii) True model, i.e., mixture model with SC (ρθτ = 0.8)⊕LSL
vs. fitted model, i.e., mixture model with SC (ρθτ =

0.8)⊕LSL, and non-mixture model with SC (ρθτ =

0.8)⊕LSL.
(iii) True model, i.e., mixture model with WC (ρθτ =

0.3)⊕HSL vs. fitted model, i.e., mixture model with WC
(ρθτ = 0.3)⊕HSL, and non-mixture model with WC
(ρθτ = 0.3)⊕HSL.

(iv) True model, i.e., mixture model with SC (ρθτ = 0.8)⊕HSL
vs. fitted model, i.e., mixture model with SC (ρθτ =

0.8)⊕HSL, and non-mixture model with SC (ρθτ =

0.8)⊕HSL.
(v) True model, i.e., non-mixture model with WC (ρθτ =

0.3)⊕LSL vs. fitted model, i.e., mixture model with WC
(ρθτ = 0.3)⊕LSL, and non-mixture model with WC
(ρθτ = 0.3)⊕LSL.
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FIGURE 4 | Histogram of 2,000 examinees’ response times based on all item–person combinations in the simulation study 1. (A) items 20 and low speededness, (B)

items 20 and high speededness, (C) items 40 and low speededness, and (D) items 40 and high speededness.

(vi) True model, i.e., non-mixture model with SC (ρθτ =

0.8)⊕LSL vs. fitted model, i.e., mixture model with SC
(ρθτ = 0.8)⊕LSL, and non-mixture model with SC (ρθτ =

0.8)⊕LSL.
(vii) True model, i.e., non-mixture model with WC (ρθτ =

0.3)⊕HSL vs. fitted model, i.e., mixture model with WC
(ρθτ = 0.3)⊕HSL, and non-mixture model with WC
(ρθτ = 0.3)⊕HSL.

(viii) True model, i.e., non-mixture model with SC (ρθτ =

0.8)⊕HSL vs. fitted model, i.e., mixture model with SC
(ρθτ = 0.8)⊕HSL, and non-mixture model with SC
(ρθτ = 0.8)⊕HSL.

The priors of parameters were also the same as those used in
simulation 1. That is, the non-informative priors were used
in this simulation study. To implement the MCMC sampling
algorithm, chains of length 10,000 with an initial burn-in period

of 20,000 were chosen. There were 50 replications for each
simulation condition. The PSRF (Brooks and Gelman, 1998)

values for all item and person parameters for each simulation

condition were less than 1.2.
Results

As shown inTables 3, 4, regardless of whether the speededness

levels were low or high, and whether the correlation coefficients

were weak (ρθτ = 0.3) or strong (ρθτ = 0.8), both Bayesian

model assessment criteria could accurately identify the true

models when the data were generated from the mixture models
and non-mixture models. More specifically, under the LSL and

WC conditions, when the mixture model was the true model, the

mixture model fitted the data better, as expected. The median

DIC of the mixture model (185007.092) was smaller than that

of the non-mixture model (201335.596), and the median LPML

of the mixture model (−91302.451) was larger than that of
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FIGURE 5 | The trace plots of three randomly selected items for the simulation study 1.
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FIGURE 6 | The trace plots of R̂ for item parameters in the simulation study 1.

TABLE 2 | Evaluating the accuracy of parameters based on mixture model in simulation study 1.

N = 1, 000, J = 20 N = 1, 000, J = 40 N = 2, 000,J = 20 N = 2, 000,J = 40

LSL HSL LSL HSL LSL HSL LSL HSL

Bias

a 0.0320 0.0814 0.0098 0.0291 0.1002 0.1411 0.0253 0.0472

b –0.0149 –0.0162 –0.0252 –0.0335 –0.0203 –0.0194 0.0010 –0.0030

g –0.0136 –0.0203 –0.0193 –0.0166 –0.0005 –0.0022 –0.0206 0.0115

λ 0.0195 –0.0169 0.0386 0.0160 0.0077 –0.0271 0.0152 –0.0100

σ 2 –0.0105 0.0058 –0.0062 –0.0041 –0.0092 0.0123 –0.0080 0.0314

θ 0.0268 0.0295 0.0210 0.0220 0.0286 0.0313 0.0196 0.0260

τ 0.0214 0.0137 0.0377 0.0218 0.0098 0.0058 0.0168 0.0152

µc –0.0259 0.0092 –0.0108 0.0078 –0.0226 0.0069 0.0041 0.0202

σ 2
c –0.0373 0.0132 –0.0371 0.0115 –0.0371 0.0063 –0.0331 0.0136

σθτ –0.0474 –0.0671 –0.0373 –0.0501 –0.0324 –0.0552 –0.0119 –0.0102

σ 2
τ –0.0182 –0.0201 –0.0049 –0.0103 –0.0057 –0.0054 0.0037 0.0056

(Continued)
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TABLE 2 | Continued

N = 1, 000,J = 20 N = 1, 000, J = 40 N = 2, 000, J = 20 N = 2, 000, J = 40

LSL HSL LSL HSL LSL HSL LSL HSL

MSE

a 0.0252 0.0355 0.0287 0.0375 0.0413 0.0527 0.0125 0.0167

b 0.0071 0.0085 0.0105 0.0138 0.0084 0.0108 0.0041 0.0058

g 0.0026 0.0018 0.0014 0.0011 0.0013 0.0010 0.0015 0.0009

λ 0.0007 0.0011 0.0017 0.0006 0.0001 0.0013 0.0003 0.0015

σ 2 0.0001 0.0004 0.0001 0.0002 0.0001 0.0005 0.0001 0.0003

θ 0.1587 0.1841 0.0943 0.1107 0.1711 0.1920 0.0873 0.1155

τ 0.0133 0.0557 0.0080 0.0141 0.0148 0.0693 0.0068 0.0099

µc 0.0006 0.0000 0.0001 0.0000 0.0005 0.0000 0.0000 0.0007

σ 2
c 0.0003 0.0001 0.0006 0.0001 0.0005 0.0000 0.0009 0.0001

σθτ 0.0022 0.0045 0.0014 0.0025 0.0010 0.0030 0.0015 0.0026

σ 2
τ 0.0003 0.0004 0.0002 0.0005 0.0002 0.0006 0.0005 0.0009

Note that the Bias andMSE denote the average Bias andMSE for the interested parameters. a represents all discrimination parameters, b represents all difficulty parameters, g represents

all rapid guessing parameters, λ represents all time intensity parameters, σ 2 represents all time discrimination parameters, θ represents all ability parameters, and τ represents all speed

parameters.

TABLE 3 | The results of Bayesian model assessment in simulation study 2.

Low speededness level (LSL)

Fitted model Mixture model with WC Non-mixture model with WC

Q1 183970.082 200906.367

Mixture model DIC Median 185007.092 201335.596

True with WC Q3 185472.819 201700.856

model (ρθτ = 0.3) Q1 –91433.366 –103949.160

LPML Median –91302.451 –103871.796

Q3 –91095.166 –103782.198

Low speededness level (LSL)

Fitted model Mixture model with SC Non-mixture model with SC

Q1 182423.016 200490.494

Mixture model DIC Median 182806.907 200960.661

True with SC Q3 183285.554 201204.742

Model (ρθτ = 0.8) Q1 –91270.116 –103687.867

LPML Median –91213.797 –103584.228

Q3 –91100.563 –103419.208

High speededness level (HSL)

Fitted model Mixture model with WC Non-mixture model with WC

Q1 159487.663 175985.981

Mixture model DIC Median 159985.584 176499.862

True with WC Q3 161227.782 176989.732

Model (ρθτ = 0.3) Q1 –80685.663 –87906.257

LPML Median –80474.893 -87782.508

Q3 –80332.172 –87673.533

High speededness level (HSL)

Fitted model Mixture model with SC Non-mixture model with SC

Q1 159235.762 175815.800

Mixture model DIC Median 159629.846 176335.113

True with SC Q3 160570.239 176859.457

Model (ρθτ = 0.8) Q1 –80840.626 –87917.891

LPML Median –80736.678 –87714.244

Q3 –80570.342 –87638.130

Note that the mixture model is the model in Section 2. The non-mixture model is the hierarchical structure model in van der Linden (2007).
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TABLE 4 | The results of Bayesian model assessment in simulation study 2.

Low speededness level (LSL)

Fitted Mixture model Non-mixture model

model with WC with WC

Q1 191642.341 187822.030

Non-mixture model DIC Median 192051.824 188057.725

True with WC Q3 192465.323 188289.444

Model (ρθτ = 0.3) Q1 –95287.618 –93306.447

LPML Median –95204.235 –93222.498

Q3 –95146.751 –93168.033

Low speededness level (LSL)

Fitted Mixture model Non-mixture model

model with SC with SC

Q1 191663.580 187582.329

Non-mixture model DIC Median 192059.746 187868.073

True with SC Q3 192341.397 187988.874

Model (ρθτ = 0.8) Q1 –95293.492 –93319.285

LPML Median –95177.928 -93224.461

Q3 –95127.793 –93132.479

High speededness level (HSL)

Fitted Mixture model Non-mixture model

model with WC with WC

Q1 191880.178 187523.642

Non-mixture model DIC Median 192161.323 187831.945

True with WC Q3 192528.860 188102.832

Model (ρθτ = 0.3) Q1 –95194.438 –93202.085

LPML Median –95108.402 -93129.144

Q3 –94999.978 –93038.260

High speededness level (HSL)

Fitted Mixture model Non-mixture model

model with SC with SC

Q1 191396.999 187321.113

Non-mixture model DIC Median 191702.770 187686.570

True with SC Q3 192171.363 187941.382

Model (ρθτ = 0.8) Q1 –95202.124 –93221.728

LPML Median –95101.015 –93157.626

Q3 –95012.373 –93028.099

Note that the mixture model is the model in Section 2. The non-mixture model is the hierarchical structure model in van der Linden (2007).

the non-mixture model (−103871.796). Similarly, under the
HSL and SC conditions, when the mixture model was the
true model, the mixture model also fitted the data best. The
differences in themedians of DIC and LPML between themixture
model and non-mixture model were −16705.267 and 6977.566,
respectively. In addition, under the LSL and WC conditions,

when the non-mixture model was the true model, the non-
mixture model fitted the data better. The median DIC of the non-
mixture model (188057.725) was smaller than that of the mixture
model (192051.824), and the median LPML of the non-mixture
model (−93222.498) was larger than that of the mixture model
(−95204.235). Similarly, under the HSL and SC conditions, when
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FIGURE 7 | The response time path for the examinees and the histogram of response times obtained from all item-person combinations.

TABLE 5 | The estimation results of discrimination and difficulty parameter for the real data.

Para. EAP SD HPDI

a b â b̂ SDa SDb HPDIa HPDIb

a1 b1 0.8182 −0.8649 0.0009 0.0008 [0.7591, 0.8832] [−0.9234,−0.8073]

a2 b2 0.7302 −1.1924 0.0007 0.0015 [0.6809, 0.7862] [−1.2680,−1.1134]

a3 b3 0.4409 −1.2129 0.0003 0.0028 [0.4034, 0.4786] [−1.3152,−1.1096]

a4 b4 0.2000 −1.0279 0.0000 0.0030 [0.1863, 0.2036] [−1.1353,−0.9183]

a5 b5 0.6192 −0.7536 0.0007 0.0010 [0.5652, 0.6715] [−0.8159,−0.6888]

a6 b6 0.5618 −1.0134 0.0005 0.0016 [0.5150, 0.6075] [−1.0982,−0.9389]

a7 b7 0.6946 −1.8531 0.0005 0.0027 [0.6518, 0.7405] [−1.9656,−1.7591]

a8 b8 0.3710 −1.3215 0.0003 0.0042 [0.3350, 0.4046] [−1.4438,−1.1925]

a9 b9 0.5969 −0.6650 0.0008 0.0010 [0.5441, 0.6552] [−0.7280,−0.6072]

a10 b10 0.6228 −0.9849 0.0007 0.0015 [0.5738, 0.6769] [−1.0609,−0.9129]

a11 b11 0.5124 −0.1673 0.0008 0.0004 [0.4601, 0.5719] [−0.2073,−0.1293]

a12 b12 0.7251 −0.8260 0.0008 0.0009 [0.6674, 0.7812] [−0.8851,−0.7662]

a13 b13 0.3342 −1.5034 0.0002 0.0058 [0.3011, 0.3663] [−1.6613,−1.3594]

a14 b14 0.5786 −0.0406 0.0008 0.0003 [0.5179, 0.6319] [−0.0784,−0.0093]

a15 b15 0.3464 −1.2434 0.0003 0.0045 [0.3140, 0.3846] [−1.3769,−1.1141]

a16 b16 1.0816 −0.8625 0.0006 0.0006 [1.0050, 1.1628] [−0.9109,−0.8092]

a17 b17 0.4434 −1.3966 0.0003 0.0035 [0.4070, 0.4823] [−1.5151,−1.2828]

a18 b18 0.6631 −0.2462 0.0010 0.0003 [0.6023, 0.7263] [−0.2826,−0.2071]

a19 b19 0.5072 −0.8406 0.0005 0.0015 [0.4600, 0.5525] [−0.9186,−0.7620]

a20 b20 0.2638 −0.7837 0.0003 0.0042 [0.2251, 0.2972] [−0.9173,−0.6637]

a21 b21 0.5548 −0.7497 0.0006 0.0012 [0.5030, 0.6056] [−0.8212,−0.6832]

a22 b22 0.6791 −0.4723 0.0010 0.0006 [0.6150, 0.7403] [−0.5235,−0.4273]

a23 b23 0.4225 −0.7727 0.0005 0.0019 [0.3803, 0.4670] [−0.8579,−0.6881]

a24 b24 0.7590 −0.5959 0.0011 0.0006 [0.6925, 0.8225] [−0.6477,−0.5447]

a25 b25 0.8798 −0.6894 0.0012 0.0006 [0.8136, 0.9525] [−0.7414,−0.6393]

a26 b26 0.7344 −0.4227 0.0011 0.0005 [0.6680, 0.7990] [−0.4683,−0.3774]

a27 b27 0.5176 −0.6252 0.0007 0.0013 [0.4685, 0.5720] [−0.6943,−0.5492]

a28 b28 0.7185 −0.7225 0.0009 0.0009 [0.6601, 0.7822] [−0.7846,−0.6619]

(Continued)
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TABLE 5 | Continued

Para. EAP SD HPDI

a b â b̂ SDa SDb HPDIa HPDIb

a29 b29 0.7444 −0.7613 0.0009 0.0009 [0.6797, 0.8024] [−0.8245,−0.7029]

a30 b30 0.5110 −0.4083 0.0007 0.0008 [0.4550, 0.5658] [−0.4709,−0.3542]

a31 b31 0.4307 −0.0292 0.0007 0.0009 [0.3775, 0.4843] [−0.0911, 0.0303]

a32 b32 0.7277 −0.4895 0.0011 0.0008 [0.6624, 0.7954] [−0.5451,−0.4327]

a33 b33 0.5667 0.0485 0.0009 0.0004 [0.5097, 0.6253] [0.0035, 0.0905]

a34 b34 0.2024 −0.7727 0.0000 0.0067 [0.2000, 0.2152] [−0.9325,−0.6074]

a35 b35 0.6925 −0.6144 0.0012 0.0029 [0.6239, 0.7624] [−0.7182,−0.5086]

a36 b36 0.6983 −0.2498 0.0014 0.0064 [0.6228, 0.7744] [−0.3874,−0.0890]

a37 b37 0.4374 0.4227 0.0017 0.0097 [0.3525, 0.5189] [0.1555, 0.6958]

Para. denotes the interest parameters. EAP denotes the expected a priori estimation. SD denotes the standard deviation. HPDI denotes the 95% highest posterior density intervals.

the non-mixture model was the true model, the mixture model
also fitted the data better. The differences in the medians of DIC
and LPML between the non-mixture model and mixture model
were −4016.200 and 1943.389, respectively. Refer to Tables 3, 4
for more detailed results of the model assessment. In summary,
the Bayesian assessment criteria were effective for identifying
the true models and could, thus, be used in the subsequent
real data study.

6. EMPIRICAL EXAMPLE

This section presents an application of the mixture model
with an empirical example. The data set was from a high-
state, large-scale, standardized computerized adaptive test that
was previously analyzed by Wang and Xu (2015). The data
set included 37 dichotomous items, and the test time was
75 min. The sample size was 2,106. The mixture model and
non-mixture model were used to fit the item response and
response time data of the 37 dichotomous items. The response
time path for the examinees is shown in Figure 7. In addition,
Figure 7 shows a histogram of response times obtained from all
item–person combinations.

In the Bayesian computation, we used 20,000 MCMC samples
after a burn-in of 10,000 iterations to compute all posterior
estimates. The convergence of the chains was checked using the
PSRF. The PSRF values of all item parameters were less than 1.2.
We used the DIC and LPML to fit the mixture model and non-
mixture model. The mixture model resulted in a smaller DIC
value (350696.11) than the non-mixture model (365690.66), and
the LPML of the mixture model (−175027.99) was larger than
that of the non-mixture model (−181062.48). This indicates that
the mixture model better fitted the data. Based on the results of
the model assessment, we used the mixture model to analyze real
data in detail.
Analysis of item parameters

The estimated results for the discrimination and difficulty
parameters are shown in Table 5. As shown in the table,
the expected a posteriori (EAP) estimates of the one-item

discrimination parameters were greater than 1. This indicated
that the items could well distinguish the differences between
abilities. The three items with the lowest discrimination were
items 4, 34, and 20. The EAP estimates of discrimination
parameters for these three items were 0.2000, 0.2024, and 0.2638.
In addition, another three items had the lowest EAP estimates of
the difficulty parameters, indicating that these items were easier
than the other items. These were items 7, 13, and 8. The EAP
estimates of gj had a range of 0.1334 to 0.2945. The EAP estimates
of λj had a range of−0.3322 to 0.7634.

7. CONCLUSION

In this article, we propose a novel and efficient Bayesian
algorithm (Pólya–gamma Gibbs sampling algorithm) based on
the auxiliary variables for estimating the mixture hierarchical
model. The new algorithm avoids the tedious multidimensional
integral operation of the MMLE. Within a fully Bayesian
framework, the Pólya–gamma Gibbs sampling algorithm not
only avoids the heavy reliance of the traditional Metropolis–
Hastings algorithm on the tuning parameters of the proposed
distributions for different data sets but also overcomes the
disadvantage of the Metropolis–Hastings algorithm being
sensitive to step size. However, the computational burden of
the Pólya–gamma Gibbs sampling algorithm becomes excessive
especially when there are a large number of examinees, the
items or the abnormal response and response time data are
considered, or a large number MCMC sample size is used.
Therefore, it would be desirable to develop a stand-alone R
package associated with Fortran software for a more extensive
large-scale assessment program.
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Do people who have more money feel happier during their daily activities? Some prior 
research has found no relationship between income and daily happiness when treating 
income as a continuous variable in OLS regressions, although results differ between 
studies. We re-analyzed existing data from the United States and Germany, treating 
household income as a categorical variable and using lowess and spline regressions to 
explore nonlinearities. Our analyses reveal that these methodological decisions change 
the results and conclusions about the relationship between income and happiness. In 
American and German diary data from 2010 to 2015, results for the continuous treatment 
of income showed a null relationship with happiness, whereas the categorization of income 
showed that some of those with higher incomes reported feeling less happy than some 
of those with lower incomes. Lowess and spline regressions suggested null results overall, 
and there was no evidence of a relationship between income and happiness in Experience 
Sampling Methodology (ESM) data. Not all analytic approaches generate the same results, 
which may contribute to explaining discrepant results in existing studies about the 
correlates of happiness. Future research should be explicit about their approaches to 
measuring and analyzing income when studying its relationship with subjective well-being, 
ideally testing different approaches, and making conclusions based on the pattern of 
results across approaches.

Keywords: happiness, measurement, time use, income, methodology

INTRODUCTION

Does having more money make someone feel happier? The answer to this longstanding question 
has implications for how individuals live their lives and societies are structured. It is often 
assumed that more income brings more happiness (with happiness broadly defined herein as 
hedonic feelings, while recognizing closely related constructs, including satisfaction and eudaimonia; 
Tiberius, 2006; Angner, 2010; Dolan and Kudrna, 2016; Sunstein, 2021). In many aspects of 
policy, upward income mobility is encouraged, and poverty can result in exclusion, stigmatization, 
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and discrimination by institutions and members of the public. 
More income provides people with opportunities and, sometimes, 
capabilities to consume more and thus satisfy more of their 
preferences, meet their desires and obtain more of what they 
want and need (Harsanyi, 1997; Sen, 1999; Nussbaum, 2008). 
These are all reasons to assume that higher income will bring 
greater happiness—or, at least, that low income will bring 
low happiness.

Some research challenges the assumption that earning more 
should lead to greater happiness. First, because people expect 
that more money should make them happier, people may feel 
less happy when their high expectations are not met (Graham 
and Pettinato, 2002; Nickerson et  al., 2003) and they may 
adapt more quickly to more income than they expect (Aknin 
et al., 2009; Di Tella et  al., 2010). Second, since the 1980s in 
many developed countries, the well-educated have had less 
leisure time than those who are not (Aguiar and Hurst, 2007) 
and people living in high-earning and well-educated households 
report feeling more time stress and dissatisfaction with their 
leisure time (Hamermesh and Lee, 2007; Nikolaev, 2018). The 
quantity of leisure time is not linearly related to happiness, 
with both too much and too little having a negative association 
(Sharif et  al., 2021). Evidence also shows that people with 
higher incomes spend more time alone (Bianchi and Vohs, 
2016). The lower quality and quantity of leisure and social 
time of people with higher incomes may, in turn, negatively 
impact their happiness, especially given there are strong links 
between social capital or “relational goods” and well-being 
(Helliwell and Putnam, 2004; Becchetti et  al., 2008).

At the same time, some—but not all—evidence suggests 
that working class individuals tend to be  more generous and 
empathetic than more affluent individuals (Kraus et  al., 2010; 
Piff et al., 2010; Balakrishnan et al., 2017; Macchia and Whillans, 
2022), and such kindness toward others has been associated 
with higher well-being (Dunn et  al., 2008; Aknin et  al., 2012). 
Relatedly, psychological research suggests that people with lower 
socioeconomic status have a more interdependent sense of self 
(Snibbe and Markus, 2005; Stephens et al., 2007). It is, therefore, 
possible that people high in income have lower well-being 
because they experience less of the internal “warm glow” 
(Andreoni, 1990) benefit that comes along with valuing social 
relationships and group membership. In theory, therefore, there 
are reasons to suppose that high income has both benefits 
and costs for well-being, and empirical evidence can inform 
the debate about when and whether these different perspectives 
are supported.

Empirical Evidence on Income and 
Happiness
The standard finding in existing literature is that higher income 
predicts greater happiness, but with a declining marginal utility 
(Dolan et  al., 2008; Layard et  al., 2008): that is, higher income 
is most closely associated with happiness among those with 
the least income and is least closely associated with happiness 
for those with the most income. Recently, this finding has 
been qualified by studies showing that the relationship between 

income and happiness depends on how happiness is 
conceptualized and measured: as an overall evaluation of one’s 
life or as daily emotional states (Kahneman and Deaton, 2010; 
Killingsworth, 2021). In this vein, authors Kushlev et al. (2015) 
found no relationship between income and daily happiness in 
the American Time Use Survey (ATUS), which has recently 
been found for other happiness measures, too (Casinillo et  al., 
2020, 2021) The finding from Kushlev et al. (2015) was replicated 
in the German Socioeconomic Panel Survey (GSEOP) by Hudson 
et  al. (2016), and in another analysis of the ATUS by Stone 
et  al. (2018).

Some research has focused specifically on the effect of high 
income on happiness. Kahneman and Deaton (2010) conducted 
regression analyses using a Gallup sample of United States residents, 
finding that annual income beyond ~$75K was not associated 
with any higher daily emotional well-being. Income beyond 
~$75K, however, predicted better life evaluations. Using a self-
selecting sample of experiential data in the United  States, 
Killingsworth (2021) conducted piecewise regressions and found 
no evidence of satiation or turning points. Jebb et  al. (2018) fit 
regression spline models to global Gallup data, showing that the 
satiation point in daily experiences found by Kahneman and 
Deaton (2010) was also apparent in other countries. Unlike 
Kahneman and Deaton (2010), however, Jebb et  al. (2018) also 
found evidence of satiation in people’s life evaluations, and even 
some evidence for “turning points”—whereby richer people 
evaluated their lives as worse than some of those with lower 
incomes. A satiation point in life evaluations was also found in 
European countries at around €28K annually (Muresan et al., 2020).

This pattern of findings could partly depend on the choice 
of analytic strategy. In analyses of the same dataset as Jebb 
et  al. (2018) but using lowess regression, researchers found 
no evidence of satiation or turning points in the relationship 
between income and people’s life evaluations (Sacks et al., 2012; 
Stevenson and Wolfers, 2012). These conflicting results suggest 
that the effect of analytic strategy on results deserves a 
closer examination.

The Research Gap
While there has been much research on income and happiness, 
including according to how happiness is defined and measured, 
we  are not away of any studies that have compared the 
relationship between income and happiness according to how 
income is defined and measured. We propose that the relationship 
between income and happiness may depend not only on how 
happiness is measured, but also on how income is measured 
and analyzed. To improve our knowledge of the relationship 
between income and happiness, this paper, we  focus on 
nonlinearities in the relationship between income and happiness 
and re-analyze the ATUS data used by Kushlev et  al. (2015) 
and Stone et  al. (2018), as well as the GSOEP data used by 
Hudson et  al. (2016). Specifically, while Kushlev et  al. (2015) 
analyzed income as a continuous variable in the ATUS, we treat 
income the way it was measured: as a categorical variable. 
We  compare these results to GSOEP data where we  re-code 
the original continuous measure of income into categorical 
quantiles. To further explore nonlinearities in the relationship 
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between income and happiness, we  also conduct local linear 
“lowess” and spline regression analyses.

We chose to re-analyze these data to address the question 
of differences in the relationship between income and happiness 
according to the measurement and analysis of income because 
the ATUS and GSOEP provide nationally representative data 
on people’s feelings as experienced during specific “episodes” 
of the day after asking them to reconstruct what they did 
during the entire day. Thus, compared to data from Gallup, 
which measures affect “yesterday,” measurements in the ATUS 
are more grounded in specific experiences, and therefore, less 
subject to recall bias (Kahneman et  al., 2004). And unlike 
Gallup, which uses more crude, dichotomous (“yes-no”) response 
scales, ATUS measures happiness along a standard seven-point 
Likert-type scale. In the GSOEP, we  were also able to analyze 
data from the Experience Sampling Methodology (ESM), which 
asks people how they are feeling during specific episodes during 
the day and, as such, is even more grounded in 
specific experiences.

Measuring and Analyzing Income
The original ATUS income variable—family income—contains 
16 uneven categories (see Table  1). For example, Category 11 
has a range of ~$10K, whereas Category 14 has a range of 
~$25K. The increasingly larger categories are designed to reflect 
declining marginal utility as an innate quality of income. Based 
on this, Kushlev et  al. (2015) analyzed income as a continuous 
variable using the original uneven categories. Continuous scales, 
however, assume equal intervals between scale points—a strong 
assumption to make for the relatively arbitrary rate of change 
in the category ranges. Is increasing one’s income from $20,000 
to $25,000 really equidistant to increasing it from $35,000 to 
$40,000 (Table  1)? And can we  really assume, for example, 
that adding $5,000 of additional income to $35,000 is the 
same as adding $10,000 of additional income to $40,000? 

Recognizing this issue, income researchers have adopted 
alternative strategies. For example, Stone et  al. (2018) took 
the midpoints of each category of income, and then 
log-transformed it. Thus, they transformed the categorical 
measure of income into a continuous measure. This approach 
produced results for happiness consistent with the findings of 
Kushlev et  al. (2015).

Both the increasing ranges of the income scale itself and 
its log-transformations reflect an assumed declining marginal 
utility of income: They treat a given amount of income increase 
at the higher end of the income distribution as having less 
utility than the same amount at the lower end of the distribution. 
But by subsuming income’s declining utility in its very 
measurement (or transformation thereof), it becomes difficult 
to interpret a null relationship with happiness. In other words, 
we  might not be  seeing a declining marginal utility of income 
reflected on happiness because the income variable itself reflects 
its declining utility.

Even when the income variable itself does not reflect its 
declining utility, a null relationship between income and daily 
experiences of happiness has been observed. Hudson et  al. 
(2016) used GSOEP, which contains a measure of income that 
is continuous in its original form. Whether analyzing this 
income measure in its raw original form or in transformed 
log and quadratic forms, a null relationship with happiness 
was observed. This approach, however, does not consider whether 
there might be  nonlinear/log/quadratic turning or satiation 
points at higher levels of income—an issue also applicable to 
previous analyses of ATUS (Kushlev et  al., 2015; Stone et  al., 
2018). This is important because there are theoretically both 
benefits and costs to achieving higher levels of income that 
could occur at various levels of income; however, this possibility 
has not yet been fully explored in ATUS or GSOEP data.

In sum, past research using ATUS has treated categorically 
measured income as a continuous variable, either assuming 
equidistance between scale points or attempting to create 
equidistance through statistical transformations. By doing so, 
however, researchers may have statistically accounted for the 
very utility of income for happiness that they are trying to 
test. In both ATUS and GSOEP, the question of whether there 
might be  satiation and/or turning points at higher levels of 
income has not been fully considered. The present research 
explores whether treating income as a categorical variable in 
both ATUS and GSOEP would replicate past findings or reveal 
novel insights, focusing on possible nonlinearities in the 
relationship between income and happiness.

MATERIALS AND METHODS

Samples
We used data from ATUS well-being modules in 2010, 2012, 
and 2013. To facilitate future replications of this research, the 
ATUS extract builder was used to create the dataset (Hofferth 
et  al., 2017).1 The ATUS is a repeated cross-sectional survey 

1 https://www.atusdata.org

TABLE 1 | The original categories of income in the ATUS family income measure 
with number of individuals in each income category in the ATUS 2010, 2012, and 
2013 well-being modules.

Group number Income range N (individuals)

1 Less than $5,000 883
2 $5,000–$7,499 645
3 $7,500–$9,999 903
4 $10,000–$12,499 1,221
5 $12,500–$14,999 1,096
6 $15,000–$19,999 1,773
7 $20,000–$24,999 2,005
8 $25,000–$29,999 1,989
9 $30,000–$34,999 2,044
10 $35,000–$39,999 1,809
11 $40,000–$49,999 2,959
12 $50,000–$59,999 2,831
13 $60,000–$74,999 3,466
14 $75,000–$99,999 4,011
15 $100,000–$149,999 3,706
16 $150,000 and over 2,635

Complete cases only for all variables analyzed.
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and is nationally representative of United States household residents 
aged 15 years and older. Its sampling frame is the Current 
Population Survey (CPS), which was conducted 2–5 months prior 
to the ATUS. Some items in the ATUS come from the CPS, 
including the household income item that we  analyze.

Data from the GSOEP come from the Innovation Sample 
(IS), which is a subsample of the larger main GSOEP (Richter 
and Schupp, 2015). The main GSOEP and the IS are designed 
to be  nationally representative. The IS contains information 
on household residents aged 17 years of age and older. We used 
two modules from these data: the 2012–2015 DRM module, 
which is a longitudinal survey, and the 2014–2015 ESM module.

Outcome Measures
In ATUS, participants were called on the phone and asked 
how they spent their time yesterday: what activities they were 
doing, for how long, who they spent time with and where 
they were located. This information was used to create their 
time use diary. A random selection of three activities were 
taken from these diaries and participants were asked how they 
felt during them. The feelings items were tired, sad, stressed, 
pain, and happy. Participants were also asked how meaningful 
what they were doing felt.

In GSOEP, participants were interviewed face to face for 
the DRM questions and through smartphones for the ESM 
questions. In the DRM, as in the ATUS, they were asked how 
they spent their time yesterday and, for a random selection 
of three activities, they were asked further details about how 
they felt. In the ESM, participants were randomly notified on 
mobile phones at seven random points during the day for 
around 1 week. As in the DRM, they were asked how they 
were spending their time at the point of notification, as well 
as how they felt. Participants in both ESM and DRM samples 
were asked about whether they were feeling happy, as well as 
other emotions such as sadness, stress, and boredom.

The focus of this research is on the happiness items from 
both the ATUS and GSOEP to highlight differences according 
to the treatment of the independent measure of income rather 
than differences according to the dependent outcome of emotional 
well-being.

Analyses
Data were analyzed in STATA 15 and jamovi. The 
Supplementary Material S1 file contains the STATA command 
file for the main commands written to analyze the data. In 
both ATUS and GSOEP, OLS regressions were conducted with 
happiness as the outcome measure and income as the explanatory 
measure. Following Kushlev et  al. (2015) and Hudson et  al. 
(2016), the average happiness across all activities each day 
was taken to create an individual-level measure. Because the 
GSOEP DRM sample contained multiple observations across 
years, the SEs were clustered at the individual level for models 
using this dataset.

The treatment of income differed according to the dataset 
because income was collected differently in each dataset. In the 
ATUS, income was first analyzed in continuous, log, and quadratic 

forms in OLS regressions, as in other research (Kushlev et  al., 
2015; Hudson et al., 2016). Next, it was analyzed as a categorical 
variable with 16 categories, preserving the identical format that 
it was originally collected in from the CPS questionnaire.

In GSOEP, the income variable in the dataset is provided 
in continuous form because participants reported their monthly 
income as an integer. To compare to the ATUS results, 16 
quantiles of income were created and analyzed in GSOEP 
DRMs (see Table 2 - note that there were insufficient observations 
to conduct these analyses with GSOEP ESMs). This income 
variable was also analyzed in continuous, log, and quadratic forms.

Omnibus F-tests and effect sizes (n2) are also reported to 
compare the categorical, continuous, log, and quadratic approaches.

We conducted lowess and spline regressions to further 
investigate possible nonlinearities in the relationship between 
income and happiness. For the lowess regressions, the smoothing 
parameter was set at of 0.08. For the regression splines, we fitted 
knots at four quartiles and five quantiles of income. We  also 
used the results of OLS regressions treating income as a 
categorical variable, as well as the results of the lowess regression 
treating income as continuous, to fit knots at pre-specified 
values of income (where these analyses suggested there could 
be  turning and/or satiation points).

Complete case analyses were conducted with 33,976 individuals 
in ATUS, 6,766 individuals in German DRMs, and 249 individuals 
in German ESMs. There was item-missing data in some samples 
(ATUS, 1.7% missing; GSOEP DRMs, 8.2% missing; GSOEP 
ESMs data, and 6.0% missing). We  make analytical and not 
population inferences and therefore do not use survey weights 
(Pfeffermann, 1996).

Controls
Results are presented without and with controls for 
demographic and diary characteristics. Following Kushlev 
et  al. (2015), Hudson et  al. (2016), and Stone et  al. (2018), 
these controls were age, gender, marital status, ethnic 

TABLE 2 | The range and number of person-year observations of the GSOEP 
Income 4 variable divided into 16 quantiles.

Quantile number Income 
minimum

Income 
maximum

N (observations)

1 2,400 11,520 433
2 11,616 14,400 459
3 14,472 18,000 584
4 18,024 19,200 228
5 19,356 21,600 427
6 21,840 24,000 520
7 24,120 26,880 306
8 26,940 30,000 660
9 30,240 32,400 257
10 33,000 36,000 631
11 36,360 38,400 193
12 39,000 42,000 430
13 42,600 48,000 539
14 49,032 54,000 289
15 54,720 64,800 400
16 66,000 360,000 410

Complete cases only for all variables analyzed.
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background,2 health,3 employment status, children,4 and 
whether the day was a weekend. We  also control for the 
year of the survey in ATUS DRM data to address the issue 
that our results are not due to new data but rather how 
we  treat the income variable.

The list of variables we  use in analyses are in Table  3.

RESULTS

In both ATUS and GSOEP, daily happiness was analyzed 
using a 0–6 scale (in GSOEP scale points 1–7 were recoded 
to 0–6 to match ATUS). The ATUS mean happiness was 
4.38 (SD = 1.33). The GSOEP DRM mean happiness was 2.91 
(SD = 1.46), and the GSOEP ESM mean happiness was 2.65 
(SD = 1.03).

Magnitude
The magnitude of our results can be  considered in the context 
of effect sizes from other research on demographic characteristics 
and daily happiness (Kahneman et  al., 2004; Stone et  al., 2010; 
Luhmann et  al., 2012; Hudson et  al., 2019). For example, the 
effect size for the relationship between age and daily experiences 
of happiness was 0.16  in Stone et  al. (2010). Our effect sizes 
range from 0.06 to 0.37. Throughout, we  focus on coefficients, 
their 95% CIs, and visualizations of these coefficients and CIs, 
rather than on their statistical significance (Lakens, 2021). The 
purpose of this is to highlight how analytic treatments of 

2 In the ATUS this was Hispanic and Black, in GSOEP this was German origin.
3 In the ATUS this was whether the respondent had any physical or cognitive 
difficulty (yes/no), in GSOEP this was self-rated general health (bad, poor, 
satisfactory, good, and very good).
4 In the ATUS this was presence of children <18 years in the household, in 
GSOEP this was number of children.

income affect the magnitude and precision of the relationship 
between income and happiness.

ATUS-DRM
When treating the 16-category family income variable as 
continuous in OLS regressions, there was no substantive 
relationship between income and happiness as in other prior 
research (Kushlev et  al., 2015; Hudson et  al., 2016; Stone et  al., 
2018). Out of the linear, squared, and log coefficients without 
and with controls, the largest and most precise coefficients were 
with controls; for linear income it was (b = −0.006, 95% CI = −0.01, 
−0.002), squared income (b = −0.0001, 95% CI = 0.0003, 0.00006), 
and log income (b = −0.03, 95% CI = −0.05, 0.001). The omnibus 
F-test (without controls) for linear income was F = 0.28, 
n2 = 0.000008 (95% CI = 0.00, 0.0002), for income squared was 
F = 1.60, n2 = 0.00005 (95% CI = 0.00, 0.0003), and for log income 
was F = 0.23, n2 = 0.000006 (95% CI = 0.00,0.0002).

The categorization of income focused attention on those 
with incomes of $35–40K, who appeared substantively  
happier than some of those with higher incomes (and lower 
incomes; see Figure  1). For example, with controls, those with 
incomes of $35–40K appeared happier relative to those with 
incomes of $150K+ (b = 0.16, 95% CI: 0.08, 0.24) and $100–150K 
(b = 0.14, 95% CI: 0.07, 0.221). The omnibus test for categorical 
income was F = 1.61, n2 = 0.007 (95% CI = 0.00, 0.0009).

Results from regression splines and a lowess regression 
suggested null results overall (see Figure  2). Further details 
of the analyses are in Supplementary Material S2.

GSOEP-DRM
When treating the continuous household income variable as 
continuous (in €10,000s) in OLS regressions, there was no 
substantive relationship between income and happiness as in 

TABLE 3 | List of variables used in analyses in ATUS and GSOEP.

Variable ATUS GSOEP

Happiness x x
Income
  Continuous x x
  Log x x
  Quadratic x x
  Categorical x x
Age x x
Gender x x
Marital status x x
Ethnic background
  Hispanic/Black x
  German origin x
Health
  Physical or cognitive difficulty x
  Self-rated general health x
Employment status x x
Children
  Children <18 years in household x
  Number of children x
Diary day was weekend x x
Year of survey x
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other prior research (Kushlev et  al., 2015; Hudson et al., 2016; 
Stone et  al., 2018). The association with the largest magnitude 
and most precision was for log income with controls (b = −0.08, 
95% CI = −0.18, 0.01).5

5 This association was stronger and more precise when equivalizing income 
(dividing by the square root of household size), b = −0.16, 95%CI = −0.06, −0.27, 
underscoring the importance of transparency in the treatment of income.

As in ATUS, treating the variable as categorical suggested 
some relationships between income and happiness. These 
results drew attention to those third quantile (~€14–18K), 
who seemed happier than those both higher and lower in 
income (see Figure  3). For example, with controls, they were 
happier than those in quantiles 13 (€42.6–48K, b = 0.46, 95% 
CI = 0.25, 0.67), seven (~€24–27K, b = 0.34, 95% CI = 0.13, 
0.56), and one (€2.40–11,520K, b = 0.28, 95% CI = 0.05, 0.51). 
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FIGURE 1 | Predicted values of average individual happiness in the American Time Use Survey (ATUS) at the 16 values of the family income variable without and 
with controls. Covariates at means. 95% CI.
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FIGURE 2 | Line graph of predicted values from lowess regressions explaining variance in happiness from income treated as a continuous variable in ATUS.

119

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Kudrna and Kushlev Analyzing Income and Happiness

Frontiers in Psychology | www.frontiersin.org 7 May 2022 | Volume 13 | Article 883137

The omnibus test for categorical income was F = 4.00, n2 = 0.009 
(95% CI = 0.003, 0.01), whereas the omnibus test for linear 
income was F = 0.09, n2 = 0.00001 (95% CI = 0.00, 0.0007). The 
omnibus for log income was F = 1.42, n2 = 0.0002 (95% CI = 0.00, 
0.0001) and for income squared it was F = 0.96, n2 = 0.0001 
(95% CI = 0.00, 0.001).

The lowess and spline regressions suggested null results 
overall, as the coefficients were small in magnitude (see Figure 4). 
Further details of the analyses are in Supplementary Material S3.

GSOEP-ESM
There was no evidence to suggest any substantive association 
between income and happiness in ESM data for linear income, 
income squared, log income, in the lowess regressions, or 
regression splines. A visualization of the lowess results are in 
Figure  5 and further details of the analyses are in 
Supplementary Material S4.

The omnibus F-test for linear income was F = 0.53, n2 = 0.002 
(95%CI = −0.00, 0.03), and for log income it was F = 0.12, 
n2 = 0.0005, 95%CI = 0.00, 0.02. For income squared it was 
F = 0.63, n2 = 0.003, 95%CI = 0.00 0.03.

DISCUSSION

Is income creating a signal in these data on daily experiences 
of happiness, or is it all simply noise? The present results 
suggest that whether income can be  concluded as being 
associated with daily experiences of happiness may depend 
on how income is analyzed. When income in ATUS is analyzed 
in its original, categorical form, there is some evidence that 
some people with higher incomes feel somewhat less happy 

than some of those with lower incomes. When the continuous 
income variable in GSOEP is split into categories, a similar 
pattern is observed. This is not inconsistent with the findings 
of Kushlev et  al. (2015), Hudson et  al. (2016), and Stone 
et  al. (2018), who found no relationship between income 
and daily feelings of happiness in the same data when income 
was analyzed as a continuous variable. It simply illustrates 
that a relationship between income and happiness could 
be  interpreted when treating income categorically rather 
than continuously.

There are at least three possible interpretations to our 
overall results. One interpretation tends toward conservative. 
We conducted multiple comparisons of many transformations 
of income, which might inspire some to question whether 
we  should have accounted for this in some way by adjusting 
for multiple comparisons. Although we found some evidence 
of differences in happiness according to income, such an 
adjustment might lead to an overall null conclusion when 
characterizing the relationship between income on happiness. 
A second interpretation is more generous. Within this 
perspective, one might emphasize the fact that because our 
income measures were correlated, no correction for multiple 
comparisons was required. It could then be  argued that 
because we found some evidence for the relationship between 
income on happiness, there is good evidence that the overall 
effect is not null. A  more moderate perspective, and the 
one adopted in this paper, is that because the overall pattern 
of our results showed mixed null and nonnull results, we can 
make an overall conclusion of some differences in happiness 
according to income. We  also noticed that equivalizing 
income in the German data strengthened the relationship 
of income and happiness, further supporting the conclusion 

FIGURE 3 | Predicted values of average person-year happiness from GSOEP DRMs at 16 quantiles of income (Income 4) without and with controls. Covariates at 
means. 95% CI.
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of some differences—and that the analytic treatment of 
income matters.

Based on the moderate perspective, we  conclude that there 
is very little evidence of any relationship between income and 
daily experiences of happiness—and any relationship that does 
exist would suggest higher income could be  associated with 
less happiness. The results do not support the results of Sacks 
et  al. (2012) or Killingsworth (2021), where a greater income 
was associated with greater happiness, and there were no 
satiation or turning points (see also Stevenson and Wolfers, 
2012). These results are more aligned with Kahneman and 
Deaton (2010), who found a satiation point in the relationship 
between income daily experiences of happiness, researchers 
finding no association between income and happiness (Kushlev 
et  al., 2015; Jebb et  al., 2018; Casinillo et  al., 2020, 2021), 
who found that higher income can be  associated with worse 
evaluations of life. We  suggest the analytic strategy for income 
could contribute to explaining discrepant results in existing 
literature, and researchers should be clear about the approaches 
they have tested, although we  acknowledge that sampling 
differences could play a role, too.

Overall, the results were broadly consistent between countries 
because there was no substantive relationship between income 
and happiness when income was treated continuously but there 
appeared to be relationships when treating income categorically. 
Despite a similar overall pattern in the income results, there 
were other difference between countries. German residents 
rated their happiness as lower than United  States residents (a 
difference of ~1.5 scale points out of seven). This could 
be  because of different interpretations of the word “happiness” 

in Germany and the United  States. The word for happiness 
in German used in the survey—glück—can mean something 
more akin to lucky or optimistic—which is different from the 
meaning of word “happy” in the United  States. Despite this 
linguistic difference, those with higher incomes were still less 
happy than some of those with lower incomes in both samples.

Limitations
One limitation to our results is the representativeness of the 
income distribution. Household surveys like those that we used 
do not tend to capture the “tails” of the income distribution 
very well: People in institutions and without addresses are 
excluded from these sample populations, which omits populations 
such as those living in nursing homes and prisons, as well 
as the homeless. Moreover, people do not always self-report 
their income accurately due to issues such as social desirability 
bias (Angel et  al., 2019). Existing studies that have focused 
on those with very low incomes do tend to find that low 
income is associated with low happiness (Diener and Biswas-
Diener, 2002; Clark et  al., 2016; Adesanya et  al., 2017). In 
ATUS, the highest household income value available was $150K, 
whereas in GSOEP it was €360K. Thus, it is not always clear 
whether the very affluent, such as millionaires, are represented 
in these samples (Smeets et  al., 2020). Overall, our results 
cannot be  taken as representative of people who are very poor 
or rich and should not be  interpreted as such.

Another limitation is that the present results cannot 
be interpreted casually because there has been no manipulation 
of income in these data nor exploration of mechanisms and 
there was no longitudinal data in ATUS. As discussed by 
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Kushlev et al. (2015), there are issues such as reverse causality. 
Here, however, some of our results potentially suggest an 
alternative reverse causality pathway, whereby less happy people 
may select into earning more income. Because the counterfactual 
is not apparent—we do not know how happy people with 
high incomes would be without their higher income—it could 
also be  that those with high incomes would be  even less 
happy than they currently are if they had not attained their 
current level of income. In other words, people with high 
incomes may have started out as less happy in the first place 
and be  even less happy if they did not have high incomes.

A further limitation is the time period of the data, especially 
that they were collected prior to the COVID-19 pandemic. 
This could be an issue because it is possible that the relationship 
between income and daily experiences of happiness has changed, 
such as due to the exacerbation of health inequalities and 
restrictions on freedom of movement due to nationwide 
lockdowns. Our study does not provide any information on 
the longer-term and health and well-being consequences of 
both COVID-19 itself and the policy response to COVID-19 
(Aknin et  al., 2022). As one example, access to green space, 
which has health and well-being benefits, is lower among those 
with low income, and this mechanism between income and 
happiness may have become more salient during COVID-19 
(Geary et  al., 2021). Overall, it is important to consider the 
regional, political, and socioeconomic contexts in which income 
is attained to understand its relationship with well-being, 
including levels of income in reference groups such as neighbors, 
friends, and colleagues (Luttmer, 2005; De Neve and Sachs, 
2020). It would be  important to replicate the results in this 
research with more recent data to address the limitation that 

the data we used are not recent, considering our broader point 
that the measurement and analysis of income should 
be  considered as carefully as the measurement and analysis 
of happiness.

Future Directions
This research points to several directions for future research. 
One direction relates to data and measures: Nonlinearities in 
the relationship between income and happiness could 
be examined using time use data from other countries, considered 
between countries and/or within countries over time (Deaton 
et al., 2008; De Neve et al., 2018), and investigated for measures 
of emotional states other than happiness (Piff and Moskowitz, 
2018). In general, our results suggest that researchers should 
pay attention to how income is measured and analyzed when 
considering how it is related to happiness, which complements 
findings from other research that the way happiness is measured 
and analyzed is important (Kahneman and Deaton, 2010; Jebb 
et  al., 2018).

Future research could also explore mechanisms that may 
explain our findings. In addition to those mentioned in the 
Introduction—expectations (Graham and Pettinato, 2002; 
Nickerson et  al., 2003), time use (Aguiar and Hurst, 2007; 
Hamermesh and Lee, 2007; Bianchi and Vohs, 2016; Nikolaev, 
2018; Sharif et  al., 2021); generosity (Dunn et  al., 2008; Kraus 
et  al., 2010; Piff et  al., 2010; Aknin et  al., 2012; Balakrishnan 
et  al., 2017; Macchia and Whillans, 2022), and sense of self 
(Snibbe and Markus, 2005; Stephens et  al., 2007)—another is 
the identity-related effect of transitioning between socioeconomic 
groups. Though one might expect upward mobility to 
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be  associated with greater happiness, research suggests that 
some working class people do not wish to become upwardly 
mobile because it could lead to a loss of identity and change 
in community (Akerlof, 1997; Friedman, 2014). Indeed, upward 
intergenerational mobility is associated with worse life evaluations 
in the United  Kingdom—though not in Switzerland (Hadjar 
and Samuel, 2015), although recent findings show substantial 
negative effects of downward mobility, too (Dolan and Lordan, 
2021). Over time, therefore, the degree of mobility in a population 
could influence the relationship between income and happiness 
in both positive and negative directions.

Additionally, social comparisons could drive the effects of 
higher income on happiness. Higher income might not benefit 
happiness if one’s reference group—that is, the people to whom 
we  compare or have knowledge of in some form (Hyman, 
1942; Shibutani, 1955; Runciman, 1966)—changes with higher 
socioeconomic status. As income increases, people might compare 
themselves to others who are also doing similarly or better 
to them, and then not feel or think that they are doing any 
better by comparison—or even feel worse (Cheung and Lucas, 
2016). This is one of the explanations for the well-known 
“Easterlin Paradox” (Easterlin, 1974), which suggests that as 
national income rises people do not become happier because 
they compare their achievements to others. The paradox is 
debated (Sacks et  al., 2012). Additionally, some research shows 
that it is possible to view others’ greater success as one’s own 
future opportunity and for upward social comparisons to then 
positively impact upon well-being (Senik, 2004; Davis and Wu, 
2014; Ifcher et  al., 2018). As with the role of mobility in the 
relationship between income and happiness, it is unclear whether 
the role of social comparisons would create a positive or 
negative impact over time and future research could explore this.

Final Remarks
Overall, our results provide some evidence that individual 
attainment in terms of income may not equate to the attainment 
of individual happiness—and could even be  associated with less 
daily happiness, depending upon how income is measured and 
analyzed. These results suggest that how income is associated 
with happiness depends on how income is measured and analyzed. 
They provide some support to the idea that financial achievement 
can have both costs and benefits, potentially informing normative 
discussions about the optimal distribution of income in society.
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Background: Hardiness is one of the personality traits that can help individuals in
stressful situations. Since human beings are constantly under stressful situations and
the stresses inflicted on people in each situation are different, various scales have
been developed for assessing this feature among different people in different situations.
Hence, it becomes necessary for researchers and health workers to assess this concept
with valid and reliable scales. This systematic review aims to rigorously assess the
methodological quality and psychometric properties of hardiness scales.

Method: In the first step, the databases including Scopus, PubMed, Web of science,
and Persian databases were searched using suitable keywords without limitation time.
We select eligible suitable studies after screening titles and abstracts. The quality of
studies was evaluated using the Consensus-based Standards for the selection of health
Measurement Instruments (COSMIN) checklist and the Terwee quality criteria.

Result: Of the 747 articles identified, 33 articles were entered in this study. Based on
the COSMIN checklist, the most reported properties were as following structural validity
(84%), hypothesis testing (56%), content validity (42%), and internal consistency (39%).
Furthermore, 12 studies reported cross-cultural validity, three studies criterion validity,
and one study reported measurement error.

Conclusion: The “family caregivers’ hardiness scale,” “Japanese Athletic Hardiness
Scale,” “Occupational Hardiness Questionnaire,” and “Children’s Hardiness Scale” are
the best tools for assessing hardiness in family caregivers, athletes, employees, and
children respectively. In addition, the “Dispositional Resilience Scale” (DRS-15) and The
Personal Views Survey (PVS III-R) are the most frequently used scales with suitable
features for measuring hardiness in the general population.

Keywords: hardiness, hardy personality, systematic review, psychometric testing, validation studies, validity,
reliability
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INTRODUCTION

Human beings are constantly growing and moving from one
stage to the other. This personal development process is
an unpredictable and demanding process during each of the
development stages during stressful circumstances (Maddi, 2004;
Sharif Nia et al., 2021). These stress conditions can have a negative
effect on performance, motivation, and health if they are not
handled well (Bonanno, 2004). It should be noted that in addition
to the natural and continuous stresses during the growth process,
the current circumstances create conditions that add additional
stresses by rapid changes in all spheres of life (Efimova et al.,
2019). Many people cannot control these stressful situations. This
in turn can threaten the individual’s physical, mental, and social
aspects of their health (Bigalke, 2015).

Hardiness is one personality trait that can help individuals in
stressful situations. The concept of hardiness was first proposed
by Kobasa in 1979 based on the existence theory, which is
conceptualized as one of the main personality structures for
understanding motivation, excitement, and behavior (Kobasa,
1979). This concept finds meaning in the face of stressful
situations are considered as a buffered and intervening variable
that moderates the relationship between stressful situations and
the physical and psychological effects (Abdollahi et al., 2018).
Hardiness is a combination of attitudes and beliefs that motivate
an individual to do hard and strategic work in the face of stressful
and difficult situations (Maddi, 2007). Kobasa defined hardiness
as a multidimensional personality trait consisting of three
components or the 3C’s: commitment, control, and challenge
(Kobasa, 1979). Commitment was defined as a tendency to
engage in life’s activities and to have a genuine interest and
curiosity about the world around us (activities, things, and others)
and it includes a feeling of personal competence and feeling of
community and/or corporation, control was defined as believing
and acting as if one can influence the events of one’s life, and
this belief in influence occurs as part of one’s efforts. This feature
allows the person to perceive the predictable consequences of
their activities in stressful events and manage them favorably
(Luceño-Moreno et al., 2020). Finally, the tendency to challenge
was defined as the belief that change, rather than stability, as
a natural way of life creates opportunities for personal growth
rather than a threat to one’s security (Kobasa, 1979).

It should be noted that in 2005, Maddi proposed another
dimension called connection as the fourth dimension or the 4th
C of hardiness (Maddi and Khoshaba, 2005). According to him,
individuals gain part of their power and ability to face stressful
situations because of communication with other members of
society. Therefore, communication is one of the factors that play
an important role in creating and maintaining hardiness (Maddi
and Khoshaba, 2005). In 2017 Mund proposed culture as the fifth
dimension or the 5th C influencing hardiness. In other words,
she proposed that hardiness should not be interpreted as a simple
approach regardless of culture (Mund, 2017).

Hardiness is a trait that is related to the person and
his environment. Because the prevailing social and cultural
conditions affect a person’s perception and experience of hardship
and threat. In addition, his/her understanding of protective

factors and how to use them, and through this, the hardiness
dimensions and meanings can be formed (Chan, 2000; Benishek
et al., 2005; Green et al., 2020). Therefore, by examining this
concept in different groups of people with different stressful
situations, various definitions, and components of it have been
proposed according to the target community and the context
and situation of stressful situations (Hosseini et al., 2021). For
example, occupational hardiness means endurance and ability in
difficult situations and in fact refers to a person’s performance
based on cognitive assessments (Moreno-Jiménez et al., 2014).
Wagnild and Young also conducted studies on the concept of
hardiness in older women and concluded that the meaning of
this concept in this group of people includes: equanimity, self-
efficacy, perseverance, meaningfulness, and existential aloneness
(Wagnild and Young, 1988). Likewise, because hardiness can
be taught to people, in order to improve this feature and the
ability of people to deal with stressful situations and reduce the
effects of stress. Different scales have been developed for different
groups such as college students, children, nursing students, and
managers (Bartone, 1991; Benishek et al., 2005; Moreno-Jiménez
et al., 2014). It should be noted that knowing the degree of
the hardiness of individuals or evaluating the effectiveness of
interventions requires an accurate and valid scale with desirable
psychometric properties (Hosseini et al., 2021). Importantly,
these scales consist of different dimensions, and some scales do
not cover all the dimensions of hardiness. Hence, this systematic
review aims to evaluate the psychometric properties of these
scales and make recommendations about their use.

METHODS

Study Design
This is a systematic review to evaluate the psychometric
properties of the hardiness scales that were conducted according
to the Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA) guidelines (Moher et al., 2009).

Eligibility Criteria
Eligibility criteria of this study included English and Persian
articles describing the psychometric properties of scales/the
process of validation/cross-cultural evaluation of the concept
of hardiness. Excluded were articles with irrelevant topics,
review/systematic review articles, structural equation model or
model testing articles, and articles in languages other than
Persian and English.

Information Sources
Five electronic databases such as Scopus, PubMed, Science
Direct, ProQuest, and Web of Science were searched for English
articles. Two Persian databases including Persian SID1 and
MAGIRAN2 were also searched for Persian articles. Finally,
Google Scholar as a search engine and ProQuest database
were searched to identify relevant theses. It is noteworthy that

1https://www.sid.ir/
2http://www.magiran.com/
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the reference lists of all identified articles were also searched
manually. The search took place from the years 1979–2022.

Search Strategy Electronic
The search strategy was based on the principle that considering
a wide range of search terms leads to the best results of
related studies. Therefore, in this study, the search strategy
was designed taking into account the main concept, which is
hardiness, and the type of study, which includes development
or psychometric studies and using considering “abstract, title
and keywords.” These keywords were used: hardiness, hardy
personality, personality hardiness validity, validation, reliability,
development, and psychometric. The Persian meanings of these
keywords were used for searching in Persian databases. It is
noteworthy that each database was searched with proper syntaxes
(see Table 1).

Study Selection
The initial search yielded 747 articles, 77 were from Scopus, 246
were from PubMed, 111 were from Web of Science, 55 were
from Science Direct, 169 were from Google Scholar, 47 were from
ProQuest, and 42 were from Persian databases. Of the 747 articles
initially identified, 33 met all the inclusion criteria. See reasons for
exclusion in Figure 1.

All of the articles found by searching databases were stored
in an EndNote (version X8; Thomson Reuters, New York, NY,
United States) file to display duplicate results. Two authors (LH
and HN) independently evaluated all articles for inclusion and
exclusion. Any discrepancy between the authors was resolved
through joint discussions with the third author. See the selection
process schematically in Figure 1.

Data Extraction
The data were extracted by two researchers (LH and HN)
where one was an expert in statistics extracted data and
another was an expert in the concept of the study. A data
extraction sheet included: first author name, publication year,
country, name of scale, target population, face validity, content
validity, construct validity (sample size, factor extraction method,
rotation methods, selection of the number of factors, name
of factors, and total variance), and reliability [consistency:
Cronbach’s alpha coefficient, stability: Spearman’s correlation
coefficient, and Intraclass Correlation Coefficient (ICC)] (see
Supplementary Table 1).

Risk of Bias
The Consensus-based Standards for the selection of health
Measurement Instruments (COSMIN) Risk of Bias checklist was
used to assess this feature for each of the 33 studies. This
tool includes 3 parts with 10 boxes. The first part addresses
content validity and includes boxes 1 and 2. This part assesses
the relevance and comprehensibility of all items with the
target construct and population. Second Part with boxes 3,
4, and 5 addresses internal structure with structural validity,
internal consistency, and cross-cultural validity/measurement
invariance. The third part with boxes 6, 7, 8, 9, and 10 address

the remaining measurement properties including reliability,
measurement error, criterion validity, hypotheses testing for
construct validity, and responsiveness. The third part focuses on
the quality of the (sub)scale as a whole, rather than on item level
(Mokkink et al., 2018).

Quality Assessment and Data Analysis
The full text of the articles was evaluated in terms of
methodological quality based on the checklist provided
by COSMIN. The COSMIN checklist assesses different
psychometric properties including: A = internal consistency,
B = reliability, C = measurement error, D = content validity,
E = structural validity, F = hypothesis testing, G = cross-cultural
validity, H = criterion validity and I = responsiveness. Finally,
each article was analyzed using a four-point COSMIN score.
Each item was classified into four levels including “excellent”
as an appropriate methodology, “good” as an adequate level
of quality and insufficient relevant information, “fair” as
the questionable methodological process, and “poor” as an
incorrect methodological process. A methodological quality
score per box is obtained by taking the lowest rating of any
item in a box (“worst score counts”) (Terwee et al., 2012).
Finally, Terwee’s study criteria were used to analyze the quality
criteria of the measured properties (Terwee et al., 2007).
The Inter-reviewer reliability was evaluated according to the
Cohen’s Kappa value. Any discrepancies were resolved through
discussion and consensus.

Data Synthesis
Since a general analysis of psychometric properties is not possible,
the characteristics of the available articles were used to determine
the validity of the instrument.

RESULTS

Study Characteristics
A total of 747 articles were found; of these 42 articles were from
the Persian database and 705 articles were from English language
databases. Duplicate articles were excluded and 33 articles were
reminded and were evaluated using the COSMIN checklist and
Terwee study criteria (see PRISMA flow chart, Figure 1).

Studies were published between 1986 and 2021; the majority
of them were published between 2016 and 2020 (each year n = 4).
One study was a doctoral thesis (Ferrara, 2019) and the 32
other articles were original and were published in journals. The
majority of them were conducted in the United States (n = 12)
(Funk and Houston, 1987; Pollock and Duffy, 1990; Bartone,
1991; Benishek, 1996; Velasco-Whetsell and Pollock, 1999; Wang,
1999; Benishek and Lopez, 2001; Benishek et al., 2005; Maddi
et al., 2006; Madrigal et al., 2016; Weigold et al., 2016) after
that Iran (n = 4) (Mohsenabadi and Fathi-Ashtiani, 2021; Soheili
et al., 2021a,b; Hosseini et al., 2022), Canada (n = 2) (McNeil
et al., 1986; Lang et al., 2003), Brazil (n = 1) (Solano et al., 2016),
China (n = 1) (Wong et al., 2014), Netherlands (n = 2) (Gebhardt
et al., 2001; Dymecka et al., 2020), Greece (n = 1) (Kamtsios and
Karagiannopoulou, 2013), Croatia (n = 1) (Kardum et al., 2012),
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TABLE 1 | Keywords used in the search for the different databases.

Databases Search string

PubMed (((((((validity[Title/Abstract]) OR (validation[Title/Abstract])) OR (reliability[Title/Abstract])) OR ("Factor analysis"[Title/Abstract])) OR
(psychometric[Title/Abstract])) OR (development[Title/Abstract])) AND (((hardiness[Title/Abstract]) OR (hardy personality[Title/Abstract])) OR
(personality hardiness[Title/Abstract]))) AND ((((((((scale[Title/Abstract]) OR (survey[Title/Abstract])) OR (questionnaire[Title/Abstract])) OR
(index[Title/Abstract])) OR (Inventor[Title/Abstract])) OR (Test [Title/Abstract])) OR (Measure[Title/Abstract])) OR (Instrument[Title/Abstract]))
187

Scopus (TITLE-ABS-KEY [“validity” OR “validation” OR “reliability” “development” OR “psychometric”] AND TITLE-ABS-KEY [“hardiness” OR “hardy
personality” OR “personality hardiness”]) 77

Web of science (validity OR validation OR reliability OR “Factor analysis” OR psychometric OR development) AND (“hardiness” OR “hardy personality” OR
“personality hardiness”)AND (scale OR survey OR questionnaire OR index OR Inventor OR Test OR Measure OR Instrument) 187

Full-text articles assessed for 
eligibility (n = 35)

In
cl

ud
ed

Studies included (n = 33)

Full-text articles excluded: (n = 2) 
Not in English or Persian (n=2)

El
ig

ib
ili

ty
Sc

re
en

in
g

noitacifitnedI

Records excluded (n = 554) 
Not full text (n = 4) 
Irrelevant (n = 166)
Qualitative study (n = 26) 
Intervention study (n = 44)
Descriptive study (n =87)
Review (n =9)
Not psychometric evaluation (n = 384)

Records screened (n = 588)

Records after duplicates removed 
(n = 589)

Persian Databases (n = 42)

SID: 29

MAGIRAN:13

Records identified through 
database searching (n = 705)

PubMed: 246
Scopus:77

Web of science:111
Science Direct:55

ProQuest: 47
Scholar: 169

FIGURE 1 | Preferred reporting items for systematic reviews and meta-analyses flowchart.

Italia (n = 1) (Picardi et al., 2012), Spain (n = 2) (Moreno-
Jiménez et al., 2014; Luceño-Moreno et al., 2020), Australia
(n = 1) (Creed et al., 2013), Sweden (n = 1) (Persson et al., 2016),
Taiwan (n = 1) (Cheng et al., 2019), Japan (n = 1) (Yamaguchi
et al., 2020), South Korea (n = 1) (Ko et al., 2018), and Norway
(n = 1) (Hystad et al., 2010). Only one study was published in

the Persian language (Mohsenabadi and Fathi-Ashtiani, 2021).
The majority of them were focused on student (n = 10) after
that they conducted on general population (n = 6), patients
(n = 3), parents (n = 3), military (n = 3), employee (n = 3),
health workers (n = 2), athletes (n = 2), and family caregivers
(n = 1).
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TABLE 2 | The COSMIN risk of bias checklist.

Number References BOX 1 BOX 2 BOX 3 BOX 4 BOX 5 BOX 6 BOX 7 BOX 8 BOX 9 BOX10

PROM
development

Content
validity

Structural
validity

Internal
consistency

Cross-cultural
validity
\measurement
invariance

Reliability Measurement
error

Criterion
validity

Hypotheses
testing for
construct
validity

Responsiveness

1 McNeil et al., 1986 Very good Inadequate Very good Inadequate - Inadequate Inadequate - Very good

2 Funk and Houston,
1987

Very good Inadequate Very good Inadequate - Inadequate Inadequate - Very good

3 Pollock and Duffy,
1990

Very good Very good Very good Very good - Inadequate Inadequate - Adequate

4 Bartone, 1991 Very good Inadequate Doubtful Adequate - Inadequate Inadequate - Inadequate -

5 Benishek, 1996 Very good Inadequate Very good Doubtful - Inadequate Inadequate - Inadequate -

6 Wang, 1999 Very good Inadequate Doubtful Doubtful Adequate Inadequate Inadequate - Inadequate -

7 Velasco-Whetsell
and Pollock, 1999

Very good Adequate Inadequate Inadequate Adequate Inadequate Inadequate - Inadequate -

8 Gebhardt et al.,
2001

Very good Inadequate Very good Doubtful Inadequate Inadequate Inadequate - Adequate -

9 Benishek and
Lopez, 2001

Very good Inadequate Very good Very good - Inadequate Inadequate - Very good -

10 Lang et al., 2003 Very good Very good Very good Inadequate Inadequate Inadequate Inadequate - Very good -

11 Benishek et al.,
2005

Very good Very good Very good Very good - Inadequate Inadequate - Very good -

12 Maddi et al., 2006 Very good Inadequate Very good Doubtful - Inadequate Inadequate - Very good -

13 Hystad et al., 2010 Very good Inadequate Very good Doubtful - Inadequate Inadequate - Inadequate -

14 Kardum et al., 2012 Very good Inadequate Very good Doubtful - Inadequate Inadequate - Very good -

15 Picardi et al., 2012 Very good Adequate Doubtful Doubtful Adequate Very good Inadequate Doubtful Inadequate -

16 Kamtsios and
Karagiannopoulou,
2013

Very good Very good Very good Doubtful - Very good Inadequate - Inadequate -

17 Creed et al., 2013 Very good Adequate Very good Inadequate - Inadequate Inadequate - Very good -

18 Moreno-Jiménez
et al., 2014

Very good Very good Very good Very good Inadequate Inadequate Inadequate - Very good -

19 Wong et al., 2014 Very good Very good Very good Doubtful Very good Inadequate Inadequate - Very good -
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TABLE 2 | (Continued)

Number References BOX 1 BOX 2 BOX 3 BOX 4 BOX 5 BOX 6 BOX 7 BOX 8 BOX 9 BOX10

PROM
development

Content
validity

Structural
validity

Internal
consistency

Cross-cultural
validity
\measurement
invariance

Reliability Measurement
error

Criterion
validity

Hypotheses
testing for
construct
validity

Responsiveness

20 Persson et al.,
2016

Very good Inadequate Very good Doubtful Adequate Inadequate Inadequate - Very good -

21 Weigold et al., 2016 Very good Inadequate Very good Very good - Inadequate Inadequate - Very good -

22 Madrigal et al.,
2016

Very good Inadequate Very good Doubtful - Inadequate Inadequate - Very good -

23 Solano et al., 2016 Very good Very good Very good Doubtful Adequate Very good Inadequate - Very good -

24 Ko et al., 2018 Very good Very good Very good Very good Adequate Very good Inadequate Doubtful Adequate -

25 Ferrara, 2019 Very good Adequate Doubtful Doubtful - Inadequate Inadequate - Inadequate -

26 Cheng et al., 2019 Very good Very good Very good Doubtful - Inadequate Inadequate - Very good -

27 Yamaguchi et al.,
2020

Very good Very good Very good Very good - Inadequate Inadequate - Very good -

28 Soheili et al., 2021a Very good Very good Very good Very good - Inadequate Inadequate - Very good -

29 Dymecka et al.,
2020

Very good Inadequate Very good Very good Adequate Inadequate Inadequate Doubtful Very good -

30 Luceño-Moreno
et al., 2020

Very good Inadequate Very good Very good - Inadequate Inadequate - Adequate -

31 Mohsenabadi and
Fathi-Ashtiani,
2021

Very good Very good Very good Very good Very good Inadequate Inadequate - Adequate -

32 Soheili et al., 2021b Very good Very good Very good Very good - Inadequate Inadequate - Adequate -

33 Hosseini et al.,
2022

Very good Very good Very good Very good - Very good Very good - - Very good
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Findings From the Risk of Bias
Evaluation
Using the COSMIN Risk of bias checklist, the quality of the
research manuscripts included in this review was evaluated. From
33 articles, only 45.4% of the studies (15 articles) scored “very
good” on both content validity boxes. Also, only 39.3% of the
studies (13 articles) scored “very good” on both internal structure
boxes. The third part of the risk of bias assessment includes 4
boxes that only 4 studies reported on 3 of 4 boxes as not very
good; just one study got a “very good” score in 2 boxes (Hosseini
et al., 2022). Details of the risk of bias have been reported in
Table 2.

Psychometric Properties
Concerning the study design, 15 studies were conducted to
develop a scale and 18 of them assessed the psychometric
properties. See details of psychometric characteristics in
Supplementary Table 1. These scales were different based on
item number and dimensions. The minimum item number
was 12 (Kardum et al., 2012; Dymecka et al., 2020; Yamaguchi
et al., 2020) and the maximum was 45 (Lang et al., 2003). Also,
the minimum numbers of dimensions were one in two studies
(McNeil et al., 1986; Kardum et al., 2012) and one instrument
had 9 dimensions (Kamtsios and Karagiannopoulou, 2013).
From these 33 studies, 31 studies tested internal consistency,
16 tested test-retest reliability, two studies tested criterion
validity (Ko et al., 2018; Dymecka et al., 2020), and 30 studies
tested construct validity. Most of the studies evaluated internal
consistency and stability using Cronbach’s alpha, but four studies
evaluated stability using ICC (Picardi et al., 2012; Kamtsios
and Karagiannopoulou, 2013; Solano et al., 2016; Hosseini
et al., 2022). The criterion validity was tested in two studies
(Ko et al., 2018; Dymecka et al., 2020). The construct validity
was tested using principal components factor or principal axis
factor analysis in most of the studies (n = 16), exploratory factor
analysis (n = 3), and confirmatory factor analysis (CFA) was
assessed in 10 studies. Five studies did not evaluate the construct
validity. The total variance that is explained with these scales
ranges from 32.1% to 69% and 15 studies did not report it.

Quality Assessment
The details of the COSMIN quality assessment of 33 articles
are shown in Tables 3, 4. None of these articles had “Excellent”
quality in all psychometric properties.

BOX A—Internal Consistency
The interrelatedness among the items of each scale was
determined by measuring internal consistency. The main quality
criteria to evaluate internal consistency are as follows: (1)
adequate sample size (seven per items and > 100), (2) calculating
Cronbach’s alpha (s) for each dimension separately, and (3)
Cronbach’s alpha (s) between 0.70 and 0.95 (Terwee et al., 2007).
Based on these criteria 13 studies were evaluated as “Excellent,”
one study was “good” because it did not calculate alpha for each
dimension/subscale separately (Bartone, 1991). Three studies did
not evaluate internal consistency (Funk and Houston, 1987;

Velasco-Whetsell and Pollock, 1999; Creed et al., 2013) and were
deemed of “poor” quality. Two studies were evaluated as “poor”
because did not meet two of the three criteria (McNeil et al.,
1986; Lang et al., 2003). Finally, 14 studies were evaluated as “fair”
because their Cronbach’s alpha (s) were < 0.70 or > 0.95.

BOX B—Reliability
Reliability was used to show that score did not change by
repeating the measurement with three methods: (1) test-retest
for overtime, (2) inter-rater for measuring by different persons
on the same occasion, and (3) intra-rater for measuring by the
same persons (i.e., raters or responders) on different occasions.
The main quality criteria to evaluate reliability are ICC or
weighted Kappa ≥ 0.70 (Terwee et al., 2007). Five studies were
evaluated as “Excellent,” (Picardi et al., 2012; Kamtsios and
Karagiannopoulou, 2013; Solano et al., 2016; Ko et al., 2018;
Hosseini et al., 2022), eight studies were evaluated as “poor”
because they did not report ICC or Kappa value; and 20 studies
did not evaluated reliability and were deemed of “poor” quality.

BOX C—Measurement Error
The means of measurement error is the systematic and
random error of a score that cannot be attributed to true
changes in the construct reported by the Standard Error of
Measurement (SEM). Just one study reported measurement
errors (Hosseini et al., 2022).

BOX D—Content Validity
Content validity is defined as “the content of the scale items
reflects the structure we intend to measure.” The quality criteria
to evaluate the content validity are assessment of the relevancy of
all items to the construct, the study population, the measurement
purpose, and experts involved in item selection. 15 studies did not
report content validity and they were evaluated as “poor.” Four
studies did not mention who was involved in content validity and
they were evaluated as “good” (Velasco-Whetsell and Pollock,
1999; Picardi et al., 2012; Creed et al., 2013; Ferrara, 2019) and
14 of others were evaluated as “Excellent.”

BOX E—Structural Validity
Structural validity refers to the degree to which the scores
obtained from the scale reflect sufficient dimensions of the
construct. Main quality criteria that show this feature are
performing factor analysis by FEA or CFA. In this review, five
studies did not report factor analysis and were evaluated as “fair”
(Bartone, 1991; Velasco-Whetsell and Pollock, 1999; Wang, 1999;
Picardi et al., 2012; Ferrara, 2019). Other studies were evaluated
as “Excellent.”

BOX F—Hypothesis Testing
Based on the COSMIN checklist, the purpose of hypothesis
testing is the same as construct validity. The main quality
criteria that show this feature are formulating specific hypotheses
and at least 75% of the results are in accordance with these
hypotheses. Nine studies did not report about construct validity
and were scored as “poor” (Bartone, 1991; Benishek, 1996;
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TABLE 3 | COSMIN quality assessment.

Number First author (year) BOX A Internal
consistency

BOX B Reliability BOX C
Measurement

error

BOX D Content validity BOX E
Structural

validity

BOX F
Hypothesis
testing

BOX G
Cross-cultural validity

BOX H
Criterion
validity

1. Adequate sample
size (≥ 100)
2. Calculate the internal
consistency for each
dimension (sub)scale
3. Cronbach’s alpha (s)
between 0.70 and 0.95

1. Available at least two
measurements
2. Adequate sample
size (≥ 100)
3. Calculated ICC or
weighted Kappa ≥ 0.70

Calculated the
Standard Error of

Measurement
(SEM)

Assessment of the
relevancy of all items to
1. The construct
2. The study population
3. The measurement
Purpose
4. Experts involved in item
selection

1. Perform EFA
or CFA

1. Specific
hypotheses were
formulated
2.75% of the
results are in
accordance
with these
hypotheses

1. Describing translation
process
2. Translating item forward
and backward
3. Independently 4.
Adequate sample size
5. Pre-testing the scale
6. Performing CFA

1. Using the
gold standard
2. Correlation
with gold
standard
is > 0.70

1 McNeil et al., 1986 1. Yes, 2. No, 3. No 1. Yes, 2. Yes, 3. No No No, 2. No, 3. No, 4. No Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

2 Funk and Houston,
1987

1. No, 2. No, 3. No 1. No, 2. No, 3. No No 1. No, 2. No, 3. No, 4. No Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

3 Pollock and Duffy,
1990

1. Yes, 2. Yes, 3. Yes, 1. Yes, 2. Yes, 3. No No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. No, 2. No 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

4 Bartone, 1991 1. Yes, 2. No, 3. Yes 1. Yes, 2. Yes, 3. No No No, 2. No, 3. No, 4. No Yes 1. No, 2. No 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

5 Benishek, 1996 1. Yes, 2. Yes, 3. No 1. No, 2. No, 3. No No No, 2. No, 3. No, 4 . No Yes 1. No, 2. No 1. No, 2. No, 3. No, 4. No,
5. No, 6. Yes

1. No, 2. No

6 Wang, 1999 1. Yes, 2. Yes, 3. No 1. No, 2. No, 3. No No No, 2. No, 3. No, 4. No No 1. No, 2. No 1. Yes, 2. Yes,
3. Yes, 4. Yes, 5. Yes, 6. No

1. No, 2. No

7 Velasco-Whetsell
and Pollock, 1999

1. No, 2. No, 3. No 1. No, 2. No, 3. No No Yes, 2. Yes, 3. Yes, 4. No No 1. No, 2. No 1. Yes, 2. Yes,
3. Yes, 4. Yes, 5. Yes, 6. No

1. No, 2. No

8 Gebhardt et al.,
2001

1. Yes, 2. Yes, 3. No 1. No, 2. No, 3. No No No, 2. No, 3. No, 4. No Yes 1. Yes, 2. No 1. No, 2. Yes,
3. No, 4. No, 5. No, 6. No

1. No, 2. No

9 Benishek and
Lopez, 2001

1. Yes, 2. Yes, 3. Yes, 1. No, 2. No, 3. No No No, 2. No, 3. No, 4. No Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

10 Lang et al., 2003 1. No, 2. Yes, 3. No 1. Yes, 2. Yes, 3. No No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. Yes 1. Yes, 2. Yes, 3. Yes, 4.
No, 5. No, 6. No

1. No, 2. No

11 Benishek et al.,
2005

1. Yes, 2. Yes, 3. Yes 1. Yes, 2. Yes, 3. No No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

12 Maddi et al., 2006 1. Yes, 2. Yes, 3. No 1. No, 2. No, 3. No No No, 2. No, 3. No, 4. No Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

13 Hystad et al., 2010 1. Yes, 2. Yes, 3. No 1. No, 2. No, 3. No No No, 2. No, 3. No, 4. No Yes 1. No, 2. No 1. No, 2. No, 3. No, 4. No,
5. No, 6. Yes

1. No, 2. No

14 Kardum et al., 2012 1. Yes, 2. Yes, 3. No 1. No, 2. No, 3. No No No, 2. No, 3. No, 4. No Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. Yes

1. No, 2. No
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TABLE 3 | (Continued)

Number First author (year) BOX A Internal
consistency

BOX B Reliability BOX C
Measurement

error

BOX D Content validity BOX E
Structural

validity

BOX F
Hypothesis
testing

BOX G
Cross-cultural validity

BOX H
Criterion
validity

15 Picardi et al., 2012 1. Yes, 2. Yes, 3. No 1. Yes, 3. Yes, 4. Yes No Yes, 2. Yes, 3. Yes, 4. No No 1. No, 2. No 1. Yes, 2. Yes, 3. Yes, 4.
Yes, 5. Yes, 6. No

1. Yes, 2. No

16 Kamtsios and
Karagiannopoulou,
2013

1. Yes, 2. Yes, 3. No 1. Yes, 2. Yes, 3. Yes No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. No, 2. No 1. No, 2. No, 3. No, 4. No,
5. No, 6. Yes

1. No, 2. No

17 Creed et al., 2013 1. No, 2. No, 3. No 1. No, 2. No, 3. No No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. Yes

1. No, 2. No

18 Moreno-Jiménez
et al., 2014

1. Yes, 2. Yes, 3. Yes 1. Yes, 2. No, 3. No No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. Yes 1. Yes, 2. No, 3. No, 4. No,
5. No, 6. Yes

1. No, 2. No

19 Wong et al., 2014 1. Yes, 2. Yes, 3. No 1. No, 2. No, 3. No No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. Yes 1. Yes, 2. Yes,
3. Yes, 4. Yes, 5. Yes, 6.
Yes

1. No, 2. No

20 Persson et al.,
2016

1. Yes, 2. Yes, 3. No 1. No, 2. No, 3. No No No, 2. No, 3. No, 4. No Yes 1. Yes, 2. Yes 1. Yes, 2. Yes,
3. Yes, 4. Yes, 5. No, 6. Yes

1. No, 2. No

21 Weigold et al., 2016 1. Yes, 2. Yes, 3. Yes 1. Yes, 2. Yes, 3. No No No, 2. No, 3. No, 4. No Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

22 Madrigal et al.,
2016

1. Yes, 2. Yes, 3. No 1. No, 2. No, 3. No No No, 2. No, 3. No, 4. No Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

23 Solano et al., 2016 1. Yes, 2. Yes, 3. No 1. Yes, 2. Yes, 3. Yes No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. Yes 1. Yes, 2. Yes,
3. Yes, 4. Yes, 5. Yes, 6. No

1. No, 2. No

24 Ko et al., 2018 1. Yes, 2. Yes, 3. Yes 1. Yes, 2. Yes, 3. Yes No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. No 1. Yes, 2. Yes,
3. Yes, 4. Yes, 5. No, 6. Yes

1. Yes, 2. No

25 Ferrara, 2019 1. Yes, 2. Yes, 3. No 1. No, 2. No, 3. No No Yes, 2. Yes, 3. Yes, 4. No No 1. No, 2. No 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

26 Cheng et al., 2019 1. Yes, 2. Yes, 3. No
No, 2. No, 3. No

No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

27 Yamaguchi et al.,
2020

1. Yes, 2. Yes, 3. Yes
No, 2. No, 3. No

No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. Yes

1. No, 2. No

28 Soheili et al., 2021a 1. Yes, 2. Yes, 3. Yes No, 2. No, 3. No No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. Yes 1. No, 2. No, 3. No, 4. No,
5. No, 6. Yes

1. No, 2. No

29 Dymecka et al.,
2020

1. Yes, 2. Yes, 3. Yes No, 2. No, 3. No No No, 2. No, 3. No, 4. No Yes 1. Yes, 2. Yes 1. Yes, 2. Yes,
3. Yes, 4. Yes, 5. No, 6. Yes

1. Yes, 2. No

30 Luceño-Moreno
et al., 2020

1. Yes, 2. Yes, 3. Yes No, 2. No, 3. No No No, 2. No, 3. No, 4. No Yes 1. No, 2. No 1. No, 2. No, 3. No, 4. No,
5. No, 6. Yes

1. No, 2. No

31 Mohsenabadi and
Fathi-Ashtiani,
2021

1. Yes, 2. Yes, 3. Yes 1. Yes, 2. Yes, 3. No No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. No, 2. No 1. Yes, 2. Yes,
3. Yes, 4. Yes, 5. Yes, 6.
Yes

1. No, 2. No

32 Soheili et al., 2021b 1. Yes, 2. Yes, 3. Yes 1. No, 2. No, 3. No No Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. Yes, 2. No 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No

33 Hosseini et al.,
2022

1. Yes, 2. Yes, 3. Yes 1. Yes, 2. Yes, 3. Yes Yes Yes, 2. Yes, 3. Yes, 4. Yes Yes 1. No, 2. No 1. No, 2. No, 3. No, 4. No,
5. No, 6. No

1. No, 2. No
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TABLE 4 | COSMIN quality assessment.

Number First author (year) COSMIN boxes

BOX A
Internal
consistency

BOX B
Reliability

BOX C
Measurement
error

BOX D
Content
validity

BOX E
Structural
validity

BOX F
Hypothesis
testing

BOX G
Cross-cultural
validity

BOX H
Criterion
validity

1 McNeil et al., 1986 Poor Poor Poor Poor Excellent Excellent - -

2 Funk and Houston,
1987

Poor Poor Poor Poor Excellent Excellent - -

3 Pollock and Duffy,
1990

Excellent Poor Poor Excellent Excellent Good - -

4 Bartone, 1991 Good Poor Poor Poor Fair Poor - -

5 Benishek, 1996 Fair Poor Poor Poor Excellent Poor - -

6 Wang, 1999 Fair Poor Poor Poor Fair Poor Good -

7 Velasco-Whetsell
and Pollock, 1999

Poor Poor Poor Good Fair Poor Good -

8 Gebhardt et al.,
2001

Fair Poor Poor Poor Excellent Good Poor -

9 Benishek and
Lopez, 2001

Excellent Poor Poor Poor Excellent Excellent - -

10 Lang et al., 2003 Poor Poor Poor Excellent Excellent Excellent Poor -

11 Benishek et al.,
2005

Excellent Poor Poor Excellent Excellent Excellent - -

12 Maddi et al., 2006 Fair Poor Poor Poor Excellent Excellent - -

13 Hystad et al., 2010 Fair Poor Poor Poor Excellent Poor - -

14 Kardum et al., 2012 Fair Poor Poor Poor Excellent Excellent -

15 Picardi et al., 2012 Fair Excellent Poor Good Fair Poor Good Fair

16 Kamtsios and
Karagiannopoulou,
2013

Fair Excellent Poor Excellent Excellent Poor - -

17 Creed et al., 2013 Poor Poor Poor Good Excellent Excellent - -

18 Moreno-Jiménez
et al., 2014

Excellent Poor Poor Excellent Excellent Excellent Poor -

19 Wong et al., 2014 Fair Poor Poor Excellent Excellent Excellent Excellent -

20 Persson et al.,
2016

Fair Poor Poor Poor Excellent Excellent Good -

21 Weigold et al., 2016 Excellent Poor Poor Poor Excellent Excellent - -

22 Madrigal et al.,
2016

Fair Poor Poor Poor Excellent Excellent - -

23 Solano et al., 2016 Fair Excellent Poor Excellent Excellent Excellent Good -

24 Ko et al., 2018 Excellent Excellent Poor Excellent Excellent Good Good Fair

25 Ferrara, 2019 Fair Poor Poor Good Fair Poor - -

26 Cheng et al., 2019 Fair Poor Poor Excellent Excellent Excellent - -

27 Yamaguchi et al.,
2020

Excellent Poor Poor Excellent Excellent Excellent - -

28 Soheili et al., 2021a Excellent Poor Poor Excellent Excellent Excellent - -

29 Dymecka et al.,
2020

Excellent Poor Poor Poor Excellent Excellent Good Fair

30 Luceño-Moreno
et al., 2020

Excellent Poor Poor Poor Excellent Good -

31 Mohsenabadi and
Fathi-Ashtiani,
2021

Excellent Poor Poor Excellent Excellent Good Excellent -

32 Soheili et al., 2021b Excellent Poor Poor Excellent Excellent Good - -

33 Hosseini et al.,
2022

Excellent Excellent Excellent Excellent Excellent Poor - -

Velasco-Whetsell and Pollock, 1999; Wang, 1999; Hystad et al.,
2010; Picardi et al., 2012; Kamtsios and Karagiannopoulou, 2013;
Ferrara, 2019; Hosseini et al., 2022), six studies did not report

enough results and were evaluated as “good” (Pollock and Duffy,
1990; Gebhardt et al., 2001; Ko et al., 2018; Luceño-Moreno
et al., 2020; Mohsenabadi and Fathi-Ashtiani, 2021; Soheili et al.,
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2021a) and the 18 remaining studies reported construct validity
with complete details and were scored as “excellent.”

BOX G—Cross-Cultural Validity
According to the COSMIN checklist, cross-cultural research
refers to the ability to translate items to reflect the original
version of the scale items. The main criteria for assessing these
features are as follows: (1) describing the translation process,
(2) translating items forward and backward, (3) independently,
(4) adequate sample size, (5) pre-testing the scale, and (6)
performing Confirmatory Factor Analysis (CFA). Three studies
had mentioned that they translated the scale but they did not
report the details and were considered “poor” (Gebhardt et al.,
2001; Lang et al., 2003; Moreno-Jiménez et al., 2014). Seven
studies were evaluated as “good” (Velasco-Whetsell and Pollock,
1999; Wang, 1999; Picardi et al., 2012; Persson et al., 2016;
Solano et al., 2016; Ko et al., 2018; Dymecka et al., 2020) because
they did not perform CFA or pre-testing. Two studies reported
cross-cultural processes with details and they were evaluated as
“excellent” (Wong et al., 2014; Mohsenabadi and Fathi-Ashtiani,
2021).

BOX H—Criterion Validity
Criterion validity indicates the degree to which the scores of the
scale are an adequate reflection of a "gold standard". The main
quality criteria are using the gold standard (having convincing
arguments) and the current scale correlates > 0.70 with this
gold standard. Three studies had reported the criterion validity
as follows: (1) Angelo Picardi et al. performed criterion validity
by assessing the correlation between the 15-item Dispositional
Resilience Scale (DRS-15) and Psychological Well-Being Scale
(as gold standard) (Picardi et al., 2012). (2) Kim et al. reported
the criterion validity by assessing correlation among DRS-
15, the Korean version of the Center for Epidemiological
Studies-Depression Scale (KCES-D), and the Korean Resilience
Questionnaire (KRQ-53) (Ko et al., 2018). (3) Dymecka et al.
also reported the criterion validity by assessing correlation among
health-related hardiness scale (HRHS), Sense of coherence,
Self-efficacy, Acceptance of illness, and Psychological resilience
(Dymecka et al., 2020). Since the scales that they had chosen
were not the gold standard and the correlation between scales was
not > 0.70, these studies were evaluated as “fair.” It is noteworthy
that the responsiveness categories were not analyzed, because
there were no results related to that.

DISCUSSION

This study has evaluated the psychometric properties of 33 scales
about hardiness using the COSMIN checklist. The salient findings
from this study include that no studies have an “Excellent”
score for all of the quality criteria of psychometric properties.
Therefore, there is no robust and valid single scale for measuring
the hardiness concept yet.

This systemic review evaluated all the studies related to
psychometric properties about hardiness conducted in different
fields, different target populations, different publication times,
and countries. Since present life is associated with multiple

fast-paced changes and stressful circumstances, individuals in
every stage of life, field, and situations need to be able to
develop hardiness to face life’s difficulties. The results show
that the development of scales for hardiness was conducted for
any age group from children to older adults. Also, different
situations were considered such as students (Benishek and Lopez,
2001; Benishek et al., 2005; Creed et al., 2013; Kamtsios and
Karagiannopoulou, 2013; Cheng et al., 2019; Ferrara, 2019;
Soheili et al., 2021a), athletes (Yamaguchi et al., 2020), patients
(Pollock and Duffy, 1990), general population (McNeil et al.,
1986; Funk and Houston, 1987; Bartone, 1991; Maddi et al.,
2006; Hystad et al., 2010), parents (Lang et al., 2003; Soheili
et al., 2021b), employees (Moreno-Jiménez et al., 2014), and
family caregivers (Hosseini et al., 2022). Therefore, some studies
were specific for a group of people with a specific situation and
some of them were general. As results show, seven scales were
developed for students; it may be because students are likely
to experience stress and struggle and have had less opportunity
to develop hardiness (Cheng et al., 2019). It should be noted
that the Dispositional Resilience Scale (DRS-15) and The Personal
Views Survey (PVS), PVS II, PVS III, and PVS III-R are the most
frequently used scales and they were translated and assessed in
several languages (Hystad et al., 2010; Wong et al., 2014; Madrigal
et al., 2016; Solano et al., 2016; Ko et al., 2018; Mohsenabadi
and Fathi-Ashtiani, 2021). The newest scale was the “family
caregivers’ hardiness scale” for family caregivers of patients with
Alzheimer’s disease (Hosseini et al., 2022).

The dimensions of all scales could be categorized into
three themes as designated by Kobasa such as commitment,
control, and challenge. Dimension of commitment refers to the
tendency toward involvement in the situation as opposed to
isolation and explains variances that ranged from 8.92 (Madrigal
et al., 2016) to 38.91% (Kamtsios and Karagiannopoulou,
2013) in these studies. The Control dimension refers to belief
in the effectiveness of effort on results even in stressful
situations. This dimension explains the largest proportion of
total explained variance of hardiness in some studies (Pollock
and Duffy, 1990; Solano et al., 2016; Yamaguchi et al., 2020).
The final dimension is the challenge that refers to perceiving
life challenges as a normal part of life and trying to
turn them into learning opportunities. This dimension also
explains the largest proportion of total explained variance
of hardiness in some studies (Hystad et al., 2010; Moreno-
Jiménez et al., 2014; Madrigal et al., 2016). The most
dimension related to Kamtsios et al. with nine factors of
which six factors related to commitment, two factors related
to challenging and one factor related to the control dimension
(Kamtsios and Karagiannopoulou, 2013).

Since factor extraction uses for raising the explained variance
with classifying items into a minimum number of factors, most
studies explained total variance ≤ 50%; so that the maximum
total explained variance is 68.9% related to one study with
two factors (Funk and Houston, 1987), and Soheili et al. with
65.75% total variance with three factors (Soheili et al., 2021a).
Also, the minimum variance explained according to the study
by Pollok (32.1%) reported two factors that measured the effect
of hardiness in an individual with an actual health problem
(Pollock and Duffy, 1990).
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Because the COSMIN checklist is the only standard tool
for evaluating the quality of development and psychometric
studies. It should be noted that this tool does not report
the overall quality scores, because the psychometric properties
items are not equal (Terwee et al., 2007). It should be noted
that some studies did not report the essential information
about psychometric properties clearly and they got a score
“poor.” Therefore, a low-quality assessment of a scale does not
indicate that this scale is inappropriate. In terms of quality, it
should also be noted that the quality of more recent articles
was better than older publications. This may be due to the
development of guidelines by journals for writing and new
statistical methods for psychometric evaluation of scales. Another
noteworthy point is that most of the studies failed to report
face validity, stability, measurement error, and an evaluation
of responsiveness, but the newest scale designed in 2022 for
family caregivers of patients with Alzheimer’s disease has all
of these features.

In sum, despite the development of tool guidelines for writing
and new statistical methods for psychometric evaluation of
scales, each scale has at least one “Poor” psychometric property.
Therefore, it is recommended that the COSMIN checklist is used
for developing and accessing psychometric properties of scales
to provide high-quality scales and future studies should consider
features recommended by the COSMIN checklist such as face
validity, stability, measurement error, and responsiveness when
evaluating the psychometric properties of scales.

Finally based on the results of this systematic review,
the highest methodological quality among translation and
psychometric studies was the “Korean version of the 15-item
Dispositional Resilience Scale” by the Ko et al. study with
four boxes of COSMIN checklist scored as “Excellent,” two
boxes “Good,” and one box “Fair” (Ko et al., 2018). Also,
the highest methodological quality among development studies
was the “family caregivers’ hardiness scale” in Hosseini et al.
study (Hosseini et al., 2022) with five important boxes of
the COSMIN checklist scored as “Excellent,” after that the
“Occupational Hardiness Questionnaire” in Moreno-Jiménez
et al. study (Moreno-Jiménez et al., 2014), “Japanese Athletic
Hardiness Scale” in Yamaguchi et al. study (Yamaguchi et al.,
2020), and “Children’s Hardiness Scale” in Soheili et al. study
(Soheili et al., 2021b) with four boxes of COSMIN checklist
scored as “Excellent.”

Study Limitations
One of the important limitations was lack of access to the full
text of the four articles (McCubbin, 1987; Godoy-Izquierdo and
Godoy, 2003; Wiedebusch et al., 2007; Grau-Valdes et al., 2020)
and lack of assessing two related studies. Because they were in
language other than English or Persian (Madrigal et al., 2016;
Serrato, 2017).

Study Strength
Hardiness is an important psychological characteristic
to deal effectively with stressful situations and reduces
the negative physical and psychological effects. Since
hardiness can be taught to individuals, knowing which
scale has strong validity and reliability characteristics is

essential to properly measure this concept. This is the
first study that evaluated all scales designed since the
introduction of this. Therefore, the findings of this study
can help researchers choose the best scale to measure this
concept accurately.

Implication
The results of this study can help nurses, researchers,
psychologists, health workers, and other decision-
makers to identify the best scale concerning quality and
psychometric properties.

CONCLUSION

This systematic review provides information about the quality of
33 studies that assessed the psychometric properties of hardiness
in various individuals in different stressful situations using the
COSMIN checklist. Based on the study results, among developed
scales, the “family caregivers’ hardiness scale,” “Japanese Athletic
Hardiness Scale,” the “Occupational Hardiness Questionnaire,”
and “Children’s Hardiness Scale” are the best for assessing
hardiness in family caregivers, athletes, employees and children.
In addition, the Dispositional Resilience Scale (DRS-15) and
The Personal Views Survey (PVS III-R) are the most frequently
used scales with suitable features for measuring hardiness in the
general population.
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The reliability of a test score is discussed from the viewpoint of underestimation of and,

specifically, deflation in estimates or reliability. Many widely used estimators are known

to underestimate reliability. Empirical cases have shown that estimates by widely used

estimators such as alpha, theta, omega, and rho may be deflated by up to 0.60 units

of reliability or even more, with certain types of datasets. The reason for this radical

deflation lies in the item–score correlation (Rit) embedded in the estimators: because

the estimates by Rit are deflated when the number of categories in scales are far from

each other, as is always the case with item and score, the estimates of reliability are

deflated as well. A short-cut method to reach estimates closer to the truemagnitude, new

types of estimators, and deflation-corrected estimators of reliability (DCERs), are studied

in the article. The empirical section is a study on the characteristics of combinations

of DCERs formed by different bases for estimators (alpha, theta, omega, and rho),

different alternative estimators of correlation as the linking factor between item and the

score variable, and different conditions. Based on the simulation, an initial typology of

the families of DCERs is presented: some estimators are better with binary items and

some with polytomous items; some are better with small sample sizes and some with

larger ones.

Keywords: reliability, deflation-corrected reliability, deflation in reliability, coefficient alpha, coefficient theta,

coefficient omega, maximal reliability

INTRODUCTION

From Parallel Test Reliability to Alpha and Maximal Reliability and
Beyond From the Perspective of Underestimation in Estimates

Reliability has often been underestimated by the conventional formula [. . . ]. Many tests are more reliable

than they have been considered to be (Guttman, 1945, p. 260.).

The reliability of a test score generated by a compilation of multiple test items has interested
scholars for more than 100 years. In the early phase of the history of measurement modeling,
the interest shifted from measurement error to reliability, although measurement error may be
a more profound concept than reliability (Gulliksen, 1950). Ever since reliability has become a
central measure used to quantify the amount of a random measurement error that exists in a test
score. These two concepts are closely linked though because the standard error of the measurement
S.E.m = σE = σX

√
1− REL is defined by reliability REL = σ 2

T/σ 2
X = 1− σ 2

E/σ 2
X (e.g., Gulliksen,

1950), where σ 2
T , σ 2

X , and refers to the variances of the observed score variable (X), unobserved
true score (T), and error element (E) familiar from their profound relation in testing theory,
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Metsämuuronen Typology of Deflation-Corrected Estimators of Reliability

X = T + E. Because the true score T is unobservable,
the error element E is also unobservable; therefore, several
measurement models based on parallel, tau-equivalent, and
congeneric partitions of the test or test items (referring to,
e.g., Lord et al., 1968) with different assumptions and multiple
estimators of reliability have been developed over the years.

It is well-known that many estimators of reliability
underestimate population reliability because of the attenuation
caused by errors in measurement modeling and random
errors in the measurement. However, a less-discussed issue
regarding estimates by traditional estimators of reliability is
that the estimates may also be radically deflated because of
artificial systemic errors during the estimation. These concepts
are discussed, for instance, by Chan (2008), Lavrakas (2008),
Gadermann et al. (2012), Revelle and Condon (2018), and
Metsämuuronen (2022a,c,f). Deflation and its correction are
the main foci in this article. Some historical turning points
and traditional estimators of reliability are discussed from the
viewpoint of underestimation in reliability to lead the focus from
traditional estimators to the deflation-corrected estimators of
reliability discussed in the latter part of the article.

From Brown and Spearman to the Greatest
Lower Bound of Reliability
First traces of reliability lead us to Brown (1910) and Spearman
(1910), who suggested a way to correct attenuation in the
product-moment correlation coefficient (PMC; Bravais, 1844;
Pearson, 1896 onward). Pearson (1903) had already noticed
that when only a portion of the range of a variable’s values is
actualized in the sample, this leads to inaccuracy in the estimates
of correlation; the estimates are attenuated. This phenomenon is
often discussed as range restriction or restriction of range (refer
to the literature, e.g., Sackett and Yang, 2000; Sackett et al., 2007;
Schmidt et al., 2008; Schmidt and Hunter, 2015). Pearson (1903)
and Spearman (1904) were the first to offer solutions to the
problem. Later, a coefficient of reliability, the Brown–Spearman
prediction formula of reliability based on strictly parallel tests
[ρBS; refer to Cho and Chun (2018) for the history and rationale
of the rectified order of innovators], was famously developed
to correct the inaccuracy in correlation first by Brown in his
unpublished doctoral thesis [before 1910 although referred to in
Brown (1910) and later in Spearman (1910). ρBS is based on a
correlation between the strictly parallel partitions g and h of a
test. Parallelism implies that the true scores (taus) and variances
of a test-taker are assumed to be equal in the sub-tests [Tg = Th,
σ 2
g = σ 2

h
; refer to Gulliksen (1950)].

A more useful early innovation based on two partitions, g
and h, was offered by Rulon (1939) after being consulted by
Flanagan (see the history in Cho and Chun, 2018) based on tau-
equivalent partitions: although the lengths of partitions g and h
should be equal, they need not be strictly parallel; that is, although
the true values of a test-taker are assumed to be (essentially)
equal, the variances in the partitions need not be equal (Tg = Th,
σ 2
g 6= σ 2

h
). The form of the Flanagan–Rulon prediction formula

(ρFR) appears to be the same as ρBS, or the form of ρBS can be
expressed in the form of ρFR(refer to Lord et al., 1968), but the

less strict assumptions led to a useful application in the form
of the coefficient alpha that will be discussed later. Later, both
ρBS and ρFRwere shown by Guttman (1945) to underestimate
population reliability.

Guttman (1945) was the first to show the technical or
mechanical basis for underestimation in reliability. All of his six
coefficients of reliability (λ1 − λ6) were shown to underestimate
the true population reliability. Of these, λ3 and λ4 appear to be
important from the general viewpoint, with λ4 being a general
case of ρBS and ρFRand λ3 being equal to the coefficient alpha
that will be discussed later. λ4 was shown to underestimate
reliability “no matter how the test is split” (Guttman, 1945, p.
260, emphasis original); hence, both ρBS and ρFRunderestimate
the population reliability. The same also applies to an estimator
called the greatest lower bound of reliability (ρGLB) based on λ4
suggested already by Guttman (1945) and studied later, among
others, by Jackson and Agunwamba (1977), Woodhouse and
Jackson (1977), and Ten Berge et al. (from Ten Berge and
Zegers, 1978 onward; Revelle, 2015; refer also to e.g., Moltner and
Revelle, 2015; Trizano-Hermosilla and Alvarado, 2016). Also,
McDonald’s hierarchical omega (ρωH; McDonald, 1999) and
Revelle’s β (Revelle, 1979; refer also to Zinbarg et al., 2005; Revelle
and Zinbarg, 2009) is based on the idea of the lowest lower
bound of reliability (ρLLB) belonging to this family [refer to the
comparison of estimators based on different types of partition in
Revelle (2021) and simulation in Edwards et al. (2021)]. While all
the estimators ρBS, ρFR, and ρGLB underestimate the population
reliability (ρpopulation), estimators in the framework of ρLLB give
obvious underestimations. From the underestimation viewpoint,
their relationship is then as follows:

ρLLB < ρFR ≤ ρBS ≤ ρGLB < ρpopulation. (1)

From Prediction Formulae to Coefficient
Alpha
Even before the Flanagan–Rulon formula, Kuder and Richardson
(1937) had generalized the idea initiated by Brown and Spearman
to a form where each test item in a compilation was taken either
as a parallel partition (leading to the coefficient known as KR21,
ρKR21) or a non-parallel although tau-equivalent (or “essentially”
tau-equivalent, refer Novick and Lewis, 1967) partition of the test
(KR20, ρKR20). The latter appeared to be more useful in practical
testing settings, and it is still in wide use with binary items as one
of the lower bounds of reliability.

While KR20 was derived for binary items, the formula was
soon generalized to also allow polytomous items (the first usage
seems to be in Jackson and Ferguson, 1941; refer to Cho and
Chun, 2018), and it was later named coefficient alpha (ρα) by
Cronbach (1951). Cronbach showed that the estimate by ρα is the
mean of all split-half partitions (Cronbach, 1951; refer to other
interpretations in Cortina, 1993). Warrens (2015) reminds us,
though, that this holds only (a) when the partitions include the
same number of items, which implies that (b) there are an even
number of items on the test to form split-halves with an equal
number of items, and (c) when the Flanagan–Rulon formula
instead of the Brown–Spearman formula is used.
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Because ρKR20, ρKR21, and ρα are special cases of Guttman’s
λ3, they all underestimate the population reliability. Errors
in measurement modeling1 and attenuation have been
approximated to cause an underestimation of the magnitude of
around 1–11% (see Raykov, 1997a; Graham, 2006; Green and
Yang, 2009a; Trizano-Hermosilla and Alvarado, 2016). However,
it is generally accepted that when all items are (essentially)
tau-equivalent, the phenomenon is unidimensional, and the
item-wise errors do not correlate; these estimators would reflect
the true reliability (refer to Novick and Lewis, 1967; refer to
discussion in, e.g., Cheng et al., 2012; Raykov and Marcoulides,
2017). Unfortunately, this seems to be true only when it comes
to attenuation in the estimates; this is not true for deflation,
because the calculation process itself includes a technical or
mechanical error that causes deflation in the estimates. The
root cause of deflation in ρα is the deflation in item–score
correlation (ρiX , Rit) embedded in the estimators of reliability;
item–score correlation is shown to be severely deflated in
settings related to measurement modeling where the scales of
the variables deviate radically from each other [refer to algebraic
reasons in Metsämuuronen (2016, 2017) and simulations in
Metsämuuronen (2020a,b, 2021a, 2022b)]. This element is visible
in the form of ρα provided in Lord et al. (1968):

ρα =
k

k− 1



1−

k∑
i = 1

σ 2
i

(
k∑

i = 1
σiρiX

)2



, (2)

where k is the number of items in the compilation and σ 2
i

refers to the variance of item gi. Because of thisρiX , the estimates
of reliability by coefficient alpha may be deflated to the extent
of 0.6 units (refer to examples of this magnitude in, e.g.,
Zumbo et al., 2007; Gadermann et al., 2012; Metsämuuronen
and Ukkola, 2019; Metsämuuronen, 2022a,c). Then, from the
underestimation viewpoint, the relationship of these estimators
is as follows:

ρKR20 ≤ ρKR21 = ρα << ρpopulation. (3)

Despite the known characteristic to underestimate reliability,
ρα is the most used estimator of reliability in real-life test
settings (refer to literature in, e.g., Hoekstra et al., 2019), most
probably because of its computational simplicity and obvious

1An anonymous reviewer raised the challenge of simplified dimensionality (as part

of the error in measurement modeling) as possibly having a profound effect on

the underestimation of reliability; if the multidimensionality in the measurement

instrument would be considered, the reliability would be profoundly higher (refer

to, e.g., McNeish, 2017). From the deflation viewpoint, however, the effect of

dimensionality may be less profound, although more studies would enrich the

discussion. Namely, even if the multidimensionality would be considered but the

items are of extreme difficulty levels in a dimension (as is usual in the achievement

testing), the fact remains that the deflation in factor loadings and item score

correlations is way more radical than the advance we get from dimensionality.

The deflation in factor loadings and item score correlations is discussed in section

“PMC as the root cause for the deflation in reliability.

conservative nature (e.g., Metsämuuronen, 2017). Because of its
wide popularity, alpha has been said to be themost often wrongly
understood statistic (refer to discussion in, e.g., Sijtsma, 2009; Cho
and Kim, 2015; Hoekstra et al., 2019). Therefore, many scholars
are ready to remove ρα from use (refer to the discussion in, e.g.,
Sijtsma, 2009; Yang and Green, 2011; Dunn et al., 2013; Trizano-
Hermosilla and Alvarado, 2016; McNeish, 2017). However, the
issue is still far from settled. Among others, Bentler (2009), Falk
and Savalei (2011), Raykov et al. (2014), Metsämuuronen (2017),
Raykov and Marcoulides (2017), seem to share stand that when
its assumptions are understood and met, ρα may be a useful
simple tool for assessing (one of) the lower bound(s) of reliability
of the score in real-life testing settings. Maybe what is more
problematic in the use of ραis that many scholars who use ρα may
not be able to name any other coefficient of reliability that they
can use instead. In an empirical study by Hoekstra et al. (2019),
23% of the researchers who published their results in selected
renowned journals fell in this group.

From Alpha to Theta, Omega, and Maximal
Reliability
The least restricted family of measurement models is based on
congeneric partitions of the test. In these models, the true values
of the same test-taker need not be identical in the partitions,
which means that the assumption of equally long partitions
and the same scale in the test items is not required. Also, the
weights of items or partitions need not be equal, which allows
formultidimensionality in the phenomenon, or themeasurement
errors, and they need not be independent of each other, too.

Many coefficients of reliability have been developed for these
settings. For two congeneric partitions, as counterparts for ρBS

and ρFR, we have estimators by Angoff and Feldt (ρAF; Angoff,
1953; Feldt, 1975), Horst (ρH; Horst, 1951), and Raju (ρβ; Raju,
1977). Because the formulae of ρAF and ρβ include the same

estimate of population variance as in ρα: σ 2
X =

(
k∑

i = 1
σiρiX

)2

,

these estimators also tend to give deflated estimates, because the
estimate of the item–score correlation byρiX is deflated. Based on
Warrens (2016), the proportional tendency of these estimators is
as follows: if the partitions are equally long, the magnitude of the
estimates gets the relationship

ρFR = ρβ ≤ ρSB = ρH ≤ ρAF << ρpopulation, (4)

that is, if the condition optimal for ρAF is fulfilled, other
estimators tend to underestimate reliability, and all estimators
may produce deflated estimates where the magnitude of the
deflation depends on several characteristics such as the difficulty
levels of the items. If the variances of the partitions are equal, then

ρFR = ρSB = ρAF ≤ ρH = ρβ << ρpopulation, (5)

that is, if the condition optimal for ρH and ρβ is fulfilled,
other estimators tend to underestimate reliability, and all may be
radically deflated.
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As counterparts to ρα for the case in which the scales in
items differ from each other, we have two main estimators. For
raw scores, we have the Gilmer–Feldt coefficient (ρGF; Gilmer
and Feldt, 1983), also known as the Feldt–Raju coefficient (e.g.,
Feldt and Brennan, 1989) or the Feldt–Gilmer coefficient (e.g.,
Kim and Feldt, 2010). Instead of number items (refer to eq. 2),
ρGF uses the proportional weight of the items as a calibrating
factor in estimation. The estimates by ρα tend to be mildly
lower than those by ρGF. However, the formula of ρGF uses the

same estimate of population variance σ 2
X =

(
k∑

i = 1
σiρiX

)2

as ρα

leading to deflated estimates.
Another alternative for ραis to standardize the items and score

by principal component analysis (Guttman, 1941), which leads to
coefficient theta [ρTH; Kaiser and Caffrey (1965), based on Lord,
1958], also known as Armor’s theta (Armor, 1973). While ρα uses
raw scores and observed values in items, ρTH uses standardized
items and scores, which has an advantage over ρα: the principal
component score is one of the “optimal linear combinations”
of the score discussed over the years by, chronologically, e.g.,
Thompson (1940), Guttman (1941), Stouffer (1950), Lord (1958),
and Bentler (1968). Zumbo et al. (2007), Gadermann et al.
(2012), and Metsämuuronen (2022a,c) have brought ρTH into
discussions again: Zumbo and colleagues because of a new type of
estimator called ordinal theta and Metsämuuronen as one of the
bases for deflation-corrected estimators of reliability discussed
later.

Coefficient theta can be expressed as:

ρTH =
k

k− 1


1−

1

k∑
i = 1

λ2i θ


 , (6)

where λiθ is the principal component loadings of the principal
component of a one-latent variable model (or of the first
principal component), that is, correlations between items and
the score variable. It is known that ρTH maximizes ρα (Greene
and Carmines, 1980). This can be partly explained by a more
effective formula and partly by a more optimally constructed
score variable (raw score vs. principal component score).
Empirical findings indicate that ρTH also tends to be conservative
(Metsämuuronen, 2022a,f); that is, it seems to underestimate the
population reliability although less than the alpha and omega
do; the latter will be discussed later. From the viewpoint of
underestimation, the relationship of these estimators is then:

ρα ≤ ρGF < ρTH < ρpopulation. (7)

In the recent decades, much effort has been gone to explore
different aspects of estimators of reliability within the framework
of factor models or, more generally, within the latent variable
modeling (of the models, refer to, e.g., McDonald, 1985, 1999;
Raykov and Marcoulides, 2010). Two of the most discussed

estimators are coefficient omega total (ρω; later, just omega),
based on the studies of Heise and Bohrnstedt (1970) and
McDonald (1970, 1999), and coefficient rho ormaximal reliability
(ρMAX; for instance, Raykov, 1997b, 2004), also known as
Raykov’s rho (refer to, e.g., Cleff, 2019) and Hancock’s H
(Hancock and Mueller, 2001), based on the conceptualization of
“optimal linear combination” discussed above, and later unified
by Li et al. (1996) and Li (1997). The two estimators are based on
conventions related to factor analysis and factor loadings (λiθ).
An ancestor of this family is ρTH, which is based on the principal
component analysis discussed above.

Coefficient omega can be expressed as follows:

ρω =

(
k∑

i = 1
λi θ

)2

(
k∑

i = 1
λi θ

)2

+
k∑

i = 1

(
1− λ2i θ

)
, (8)

and rho as:

ρMAX =
1

1+ 1
k∑

i = 1
(λ2i θ /(1−λ2i θ ) )

, (9)

where λiθ refers to factor loadings by maximum likelihood
estimation of a one-latent variable model, although models with
multiple dimensions are also in use. The measurement model
related to these estimators will be discussed later.

In the theoretical case where all item weights are equal, ρTH,
ρω, and ρMAX are equal to ρα. From this viewpoint, it may
be correct to conclude that ρTH, ρω, and ρMAX are general
forms of ρα (refer to, e.g., Hayes and Coutts, 2020). Otherwise,
the magnitude of the estimates by ρα is smaller than by ρTH

(Greene and Carmines, 1980), and themagnitude of the estimates
by ρω is smaller than by ρMAX (e.g., Cheng et al., 2012).
Hence, it seems that both ρα and ρω tend to underestimate
reliability. A possible confounding phenomenon is that the
estimates of reliability by ρMAX tend to be overestimated with
finite or small sample sizes (refer to Aquirre-Urreta et al., 2019;
Metsämuuronen, 2022a,c,f). This is caused by the fact that even
if only one item has loading λi≈ 1, the element λ2i /

(
1− λ2i

)

in eq. (9) becomes unstable and gives, most probably, a value
too high compared to the population. This may happen easily
with small sample sizes because they are prone to produce
deterministic or near-deterministic patterns of the item–score
relationship (see discussion in Metsämuuronen, 2022c,f). From
the viewpoint of underestimation, in practical settings excluding
the theoretical case of identical factor loadings, the relationship
of these estimators is then:

ρα < ρω < ρTH < ρMAX < ρpopulation (< ρMAX) . (10)

In real-life settings, the difference between the estimates by ρα ,
ρTH , ρω, and ρMAX may be subtle. For example, in a simulation
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with 1,440 real-life datasets (Metsämuuronen, 2022f), the average
magnitude of the lowest estimates by ρα was 0.024 units of
reliability (2.9%) lower than the highest estimates by ρMAX .
Similarly, the average estimate byρω was 0.021 units (2.4 %)
lower than by ρMAX and 0.017 units (1.9 %) lower than by ρTH .
Notably, though, the difference between ρα and ρMAX seems to
be the wider the smaller the sample size is. In the simulation
(Metsämuuronen, 2022f), with a sample size of n = 25, the
average difference between ρα and ρMAX was 0.056 units of
reliability (6.4 %), and with n= 200, the difference was just 0.008
units of reliability (0.92 %).

From Alpha, Theta, Omega, and Rho to
Deflation-Corrected Reliability
While ρα is known to underestimate reliability, it seems that
ρTH, ρω, and ρMAX also tend to give obvious underestimates
with certain kinds of datasets, typically with tests of extreme
difficulty levels or with incremental difficulty levels including
both very easy and very difficult test items. This is a reasonable
conclusion from the known character of PMC embedded in
the traditional estimators of reliability in the form of Rit and
λi to underestimate the true correlation when the scales of
two variables are far from each other as is typical with an
item and the score variable (e.g., Metsämuuronen, 2022a,c,f;
refer later to Figure 1). Recall the relationship between PMC
= ρgX = Rit and the principal component loading (in ρTH)
and factor loading (in ρω and ρMAX): the loading λi is,
essentially, a correlation between an item and a score variable
(e.g., Cramer and Howitt, 2004; Yang, 2010).

Knowing that PMC is always deflated in cases where scales
in the variables are not equal, as is always the case between an
item and the score variable, all the estimators mentioned above
are deflated, sometimes radically. Empirical findings show that
the estimates by ρα , ρTH , ρω, and ρMAXmay be deflated by 0.4–
0.6 units of reliability or 46–71% as discussed above (refer to
examples in, e.g., Zumbo et al., 2007; Gadermann et al., 2012;
Metsämuuronen and Ukkola, 2019; Metsämuuronen, 2022a,c,f).
Metsämuuronen (2022a) notes that deflation of this size is
remarkable and needs to be studied because it is no more caused
by an error in the measurement modeling such as violations in
tau-equivalency, unidimensionality, or uncorrelated errors as is
traditionally suggested (refer to above). From this point of view,
the deflation of 0.4–0.6 units of reliability must be explained
directly by some mechanical reasons, and this raises the issue of
underestimation in reliability to a new level.

Metsämuuronen (e.g., 2022a; 2022b; 2022f) has used the
concept of “mechanical error in the estimates of correlation”
(MEC) to understand deflation. The obvious and grave deflation
in traditional estimators of reliability has motivated the
development of and studies on new types of estimators of
reliability calledMEC-corrected estimators of reliability (MCERs;
Metsämuuronen, 2022a,f) and attenuation-corrected estimators
of reliability (ACERs, Metsämuuronen, 2022c), which are both
called deflation-corrected estimators of reliability (DCERs;
Metsämuuronen, 2022a,f). In MCERs, the embedded Rit and
λi are replaced by totally different estimators of correlation,

while in ACERs, Rit and λi are replaced by attenuation-corrected
estimators of correlation. The logic for and forms of these
estimators are discussed in Metsämuuronen (2022a), and these
will be briefly discussed later. Notably, the ordinal alpha and
ordinal theta by Zumbo et al. (2007; refer also to Gadermann
et al., 2012) may be included as part of the extended family of
DCERs, as, instead of changing the item–score correlation itself,
the inter-item matrices of PMCs are replaced by matrices of
polychoric correlation coefficients.

From the attenuation and deflation viewpoint, in general, the
relationship of these estimators is

ρα < ρω < ρTH < ρMAX << ρDCER < ρpopulation. (11)

Notably, though, certain DCERs based on rho may be prone
to overestimating the population reliability with small sample
sizes, because rho itself tends to overestimate reliability with
small sample sizes (refer to Aquirre-Urreta et al., 2019), while
other DCERs based on alpha, theta, and omega, as being
more conservative, may be prone to underestimation (see
Metsämuuronen, 2022f). This area is largely unstudied, and the
current study intends to shed some light on this issue.

Except for the more established coefficient by Zumbo et al.
(2007), studies concerning estimators from the family of DCERs
are either at a very initial stage (e.g., Metsämuuronen, 2016,
2018), or they give some examples only of the new possibilities
(Metsämuuronen, 2020a,b, 2021a,b, 2022b), or they are based
on small example datasets and are fragmentary (refer to
Metsämuuronen, 2022a,c,f). The simulations byMetsämuuronen
(2022c,f) included a limited comparison of the behavior of some
DCERs in comparison with the traditional counterparts using
1,440 estimates based on real-life datasets. This study is intended
to give more systematic information on these new estimators by
comparing their characteristics under different conditions.

Research Questions
Different families of DCERs can be classified by estimators used
as the base (e.g., ρα , ρTH ,ρω, and ρMAX , discussed above), by the
score variables (e.g., θX , θPC, θFA, θIRT , and θNon−Linear , discussed
below), and by the weighting factors between the item and the
score variable (e.g., RPC, RREG, G, D, G2, D2, RAC, and EAC,
discussed below). Combinations are, therefore, many. Systematic
studies on the behavior of different combinations would, first,
enrich our knowledge of the entire phenomenon and, second,
help us to typologize the estimators: which estimators would suit
which conditions.

The aim of this study is, first, to compare the characteristics
of different DCERs and to form a typology of the estimators:
under which conditions which coefficient would be the best
option? Second, which combinations of the base and weight
factor tend to produce under- or overestimates of reliability in
real-life testing settings? In the empirical section, the traditional
estimators, alpha, theta, omega, and rho, are used as benchmarks
and estimated using their traditional score variables (θX , θPC, and
θFA), while DCERs are restricted to the raw score (θX).

Frontiers in Psychology | www.frontiersin.org 5 July 2022 | Volume 13 | Article 891959144

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Metsämuuronen Typology of Deflation-Corrected Estimators of Reliability

Before the empirical section, some elementary conceptual
points are discussed briefly to make the notation of DCERs
understandable. First, the main reason for deflation in reliability,
PMC imbedded in the traditional estimators of reliability, is
discussed. Second, the traditional model without the elements
related to deflation and a general model including these elements
are discussed. Finally, different theoretical bases for DCERs
related to the forms of ρα , ρTH ,ρω, and ρMAX are briefly discussed
(for more details, refer to, e.g., Metsämuuronen, 2022a,c).

CONCEPTUAL AND OPERATIONAL BASES
FOR DCERS

PMC as the Root Cause of Deflation in
Reliability
The reason for technical and mechanical deflation in reliability
is that traditional estimators of reliability embed PMC in the
form of Rit and λi. PMC is known to be seriously affected
by many sources of mechanical error when the scales of two
variables are far from each other as is always the case with
item and score. In simulations (Metsämuuronen, 2021a, 2022b),
seven sources of MEC caused cumulative negative bias in PMC.
The sources include extreme item difficulty, a small number
of categories in the item, large number of tied cases in the
score, and a normally distributed score instead of uniformly
distributed. Then, as an example, if the test items are few (leading
to a score with a narrow scale with a high number of tied
cases), they have an extreme level of difficulty and a binary
scale, and the score is normally distributed, we would expect to
have radically more deflated item-total correlations leading to
radically deflated estimates of reliability, than if the test items are
many, they have an average difficulty level, their scale is wide
if not continuous, and the score is evenly distributed without
tied cases. Notably, this has obvious relevance to the estimates of
reliability: If the score does not include tied cases, i.e., because
of being continuous or the number of test-takers is small, we
expect less deflation in reliability compared with the case that
we have a normally distributed or skewed score. However, the
effect of skewness in distribution is far less notable than the effect
of item difficulty (refer to Metsämuuronen, 2022b, Appendix 1
in Supplementary Material; also, refer later to footnote 4). The
issue of the effect of the item distribution is further discussed by
Olvera Astivia et al. (2020) and the effect of the scale distribution
by Foster (2021) and Xiao and Hau (2022).

Several alternatives for Rit and λi are studied from
the viewpoint of technical or mechanical errors in the
estimates. To some extent, the MEC-affected behavior is known
for such traditional estimators of correlation as polychoric
correlation coefficient (RPC; Pearson, 1900, 1913; refer to
simulations in Metsämuuronen, 2020a,b, 2021a, 2022b), biserial
(RBS) and polyserial correlation (RPS) coefficients (Pearson,
1909; see Metsämuuronen, 2020a), r-bireg and r-polyreg
correlation (RREG; Livingston and Dorans, 2004; Moses,
2017; refer to Metsämuuronen, 2022b), item–rest correlation
(Rir; Henrysson, 1963; refer to Metsämuuronen, 2018, 2021a),
lambda and tau (Goodman and Kruskal, 1954; refer to

Metsämuuronen, 2020a), coefficient eta (Pearson, 1903, 1905;
refer to Metsämuuronen, 2020a, 2022d), delta (D; Somers, 1962;
refer to Metsämuuronen, 2020a,b, 2021a,b, 2022b), gamma (G;
Goodman and Kruskal, 1954; refer to Metsämuuronen, 2021a,b,
2022b), and tau-a and tau-b (Kendall, 1938, 1948; refer to
Metsämuuronen, 2021b, 2022b). Also, some new estimators
are developed and studied from this perspective: generalized
discrimination index (GDI, Metsämuuronen, 2020c; also refer
to the visualization in Metsämuuronen, 2022e) based on Kelley’s
discrimination index (Kelley, 1939), dimension-corrected D
(D2; Metsämuuronen, 2020b, 2021a; refer to simulations in
Metsämuuronen, 2021a, 2022b), dimension-corrected G (G2;
Metsämuuronen, 2021a; refer to simulations in Metsämuuronen,
2021a, 2022b), attenuation-corrected Rit (RAC; Metsämuuronen,
2022c,d; refer to simulation in Metsämuuronen, 2022b), and
attenuation-corrected eta (EAC; Metsämuuronen, 2022d; refer to
a simulation in 2022b).

Of the coefficients of correlation, RPC and RREG reflect a
correlation between unobservable theoretical constructs, which
may be problematic from the testing theory viewpoint (refer
to the critique by Chalmers, 2017); we do not have access to
these theoretical constructs. From this viewpoint, such estimators
of correlation as G and D reflect an association between two
observed constructs; in the settings of measurement modeling,
and they strictly indicate the proportion of logically ordered test-
takers in a test item after they are ordered by the score (refer
to Metsämuuronen, 2021b). For example, if D is 0.7, 85% of
the observations are logically ordered in the ascending order
in the item after they are ordered by the score (p = 0.5 ×

0.70 + 0.5 = 0.85; refer to Metsämuuronen, 2021b). Because of
their conservative nature, with polytomous items having more
than three categories, Metsämuuronen (2021a) suggests using
G and D with binary items and with polytomous items having
less than four categories. Dimension-corrected G and D (G2

and D2) with semi-trigonometric nature can be used for binary
and polytomous items, and in a binary case, G = G2 and D
= D2. Of the attenuation-corrected estimators of correlation
(RAC and EAC), RAC is more conservative than EAC. This follows
strictly from the behavior of Rit and coefficient eta: except for
the binary case, where Rit and eta give identical estimates, the
estimates by EAC tend to be higher than those by RAC (refer to
Metsämuuronen, 2022d).

The phenomenon of mechanical error in the estimators
of correlation is easy to illustrate using two identical (latent)
variables with an obvious perfect (latent) correlation (R = 1).
Let us take the vector of n = 1,000 normally distributed cases
and double it. Of these identical variables with (obvious) perfect
correlation, one (item g to be) is divided into four categories
[0–3; df (g) = 3] with difficulty level p(g) = 0.2 and the other
(score X) is divided into 61 categories [0–60; df (X) = 60] with
an average difficulty level of p(X) = 0.5. The difference between
the latent correlation and the observed correlation indicates
strictly the magnitude of MEC in the estimates (Figure 1).
Notably, the estimates by such known estimators of the item–
score correlation as tau-b, Rir, Rit, eta, and Spearman rank-
order correlation cannot reach the latent perfect correlation
but, instead, include a remarkable magnitude of deflation (>
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FIGURE 1 | The magnitude of a mechanical error on the estimates of correlation (MEC) by selected estimators of correlation. Tau-b = Kendall tau-b; Rir = Henrysson

item–rest correlation ( = PMC), Rit = item–total correlation (= PMC); eta = coefficient eta (X dependent), RS = Spearman rank-order correlation (= PMC), D =

Somers delta (X-dependent); D2 = dimension-corrected D; RPC = polychoric correlation; RREG = r-polyreg correlation; G = Goodman-Kruskal gamma; G2 =

dimension-corrected G, RAC = attenuation-corrected Rit, EAC = attenuation-corrected eta.

0.1 units of correlation) caused by technical and mechanical
errors in the estimates. On the contrary, such estimators as
RPC, RREG, G, G2, RAC, and EAC are found MEC-free in several
conditions (Metsämuuronen, 2022b), and in D and D2, the
magnitude of MEC may be nominal depending on the number
of tied pairs in the items and score as well as widths of
the scales in the items and score (refer to Metsämuuronen,
2021a).

General Measurement Model Without MEC
Assume a general, simplified, one-latent variable measurement
model combining the observed values of an item gi (xi), a latent
variable (θ), and a weight factor, wi,that links θ with xi:

xi = wi θ + ei, (12)

(e.g., Metsämuuronen, 2022a,c) generalized from the traditional
model (e.g., McDonald, 1999; Cheng et al., 2012). In the general
model, the theoretical, unobservable θ may be manifested as a
varying type of relevantly formed compilation of items including
a raw score (θX), a principal component score (θPC), a factor score
(θFA), a theta score formed by the item response theory (IRT)
or Rasch modeling (θIRT), or various non-linear combinations of
the items (θNon−Linear). In the general model, the weight factor
wi is a coefficient of correlation in some form that also includes
principal components and factor loadings (λi). In all cases,−1 ≤

wi ≤ +1.
From the coefficient of correlation viewpoint, such estimators

as RPC, RREG, G, D, G2, D2, RAC, and EAC have been found
to be notably better options than PMC (Metsämuuronen,
2022b) as discussed above. In a comparison of eleven
sources of MEC, the rough order of the magnitude of

MEC (ewi θ _MEC; “MEC” in Figure 1) was ePMCiθ_MEC >>

eDiθ_MEC >eD2iθ_MEC >>eRREGiθ_MEC >eRPCiθ_MEC ≈ eGiθ_MEC

≈ eG2iθ_MEC ≈ eRACiθ_MEC ≈ eEACiθ_MEC ≈ 0 (Metsämuuronen,
2022b). That is, of the better behaving estimators above, on the
one hand, D is the most conservative option followed by D2,

because both are affected by the number of tied cases in the
score variable (refer to Metsämuuronen, 2020b, 2021b). G and
D tend to give obvious underestimates with polytomous items
with more than 3–4 categories in the scale, so, G2 and D2 are
suggested to be used with polytomous items instead of G and
D (Metsämuuronen, 2021a). On the other hand, using G and
D gives quite interesting benchmarking interpretations for the
estimates of reliability. Because G and D strictly indicate the
proportion of the logically ordered test-takers in a test item
after they are ordered by the score (p = 0.5 × G + 0.5
and p = 0.5 × D + 0.5; refer to Metsämuuronen, 2021b),
when D = 0.8, 90% of the test takers’ item responses are in
a logical order after the test-takers are ordered by the score.
Then, an estimator of reliability using G or D reflects the
proportion of logically ordered test-takers in the entire set of
test items.

Notably, the estimates by eta and Rit are identical
with binary items; hence, RAC and EAC are identical
in binary settings (Metsämuuronen, 2022d). Also, in
real-life settings, the sample estimates by RAC and EAC
tend to mildly overestimate the populations of RAC and
EAC with polytomous items (Metsämuuronen, 2022c,d).
This is caused by the fact that a large population rarely
includes deterministic patterns between two variables.
Hence, the magnitude of the population values of RAC
and EAC tend to be somewhat lower than those by
sample estimates.
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FIGURE 2 | Measurement models without and with elements of MEC. (A) Traditional measurement model. (B) Measurement model including elements of MEC.

All generally used estimators of correlation give an identical
estimate of the correlation for original variables (gi and θ) and
standardized forms of the variables [std(gi) and std(θ)]. Hence,
without loss of generality, to lead to a simple form of the
estimators of reliability, let us assume that both item (gi) and the
manifestation of the latent variable (θ) are standardized, that is,
xi, θ ˜N (0, 1). Then, the item-wise error variance ψ 2

i is:

ψ2
i = 1− w2

i . (13)

From eq. (11), the sum of items is:

k∑

i = 1

xi =

k∑

i = 1

wi θ +

k∑

i = 1

ei, (14)

where the error variance related to the compilation of the items is:

σ 2
E =

k∑

i = 1

ψ2
i =

k∑

i = 1

(
1− w2

i

)
, (15)

which can be used in estimating the reliability of the score. If θ

is manifested as raw score and wi as Rit, eq. (15) could be used
in calculating alpha (Eq. 2), although the practicalities lead to the
use of different operationalization of the measurement model. If
θ is manifested as a principal component score variable and wi
as principal component loadings, the model in eq. (15) leads to
theta (eq. 6). If θ is manifested as a factor score variable and wi
as factor loadings, the model in eq. (15) leads to omega and rho
(eqs. 8 and 9, respectively).

General Measurement Model Including
Elements Related to MEC
The traditional measurement model related to the estimators
of reliability assumes that Rit and factor/principal component
loadings are deflation-free. This is a too optimistic assumption,
as illustrated in Figure 1. Knowing that a certain part of the
measurement error is strictly technical or mechanical but that
its magnitude could be reduced, Metsämuuronen (2022a,c)
suggested reconceptualizing the classic relationship of X = T +

Eas:

X = T + (ERandom + EMEC) , (16)

where the element EMEC related to deflation is visible.
Consequently, we can reconceptualize the measurement model
in eq. (12) as:

xi = wi × θ +
(
ei_Random + ewi θ _MEC

)
, (17)

where the element ewi θ_MEC refers to the fact that the magnitude
of the mechanical error depends on the characteristics of the
weighting factor w, item i, and score variable θ. In visual forms,
the traditional and the MEC-including measurement models are
illustrated in Figures 2A,B (Metsämuuronen, 2022a). Notably, in
Figure 2, the magnitude of the error in both models is equal, but
in Figure 2B, the elements related to MEC are visible.

If we select a weight factor wi such that the magnitude of the
mechanical error is as small as possible, the magnitude of the
error component related to deflation may be near zero, that is,
ewi θ _MEC ≈ 0. This would lead to an MEC-corrected (MECC)
measurement model where the measurement error would be as
near the MEC-free condition as possible, that is:

xi = wi_MECC ×θ +
(
ei_Random + ewiθ _MEC

)

≈ wi_MECC × θ + ei_Random
. (18)

The measurement model with a near-MEC-free weight factor
such as RPC, RREG, G, D, G2, D2, RAC, and EAC, is illustrated in
Figure 3.

This conceptualization leads to item-wise MEC-corrected
error variance (ψ2

i_MECC):

σ 2
E_MECC =ψ2

i_MECC = 1− w2
i_MECC, (19)

where ei_MECC˜N
(
0,ψ2

i_MECC

)
andψ2

i_MECC = 1−w2
i_MECC. Then,

after MEC-correction, eq. (15) can be written as:

k∑

i = 1

xi =

k∑

i = 1

wi_MECC × θ +

k∑

i = 1

ei_Random, (20)

and the MEC-corrected error variance of the test score can be
written as:

k∑

i = 1

ψ2
i_MECC =

k∑

i = 1

(
1− w2

i_MECC

)
, (21)
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FIGURE 3 | MEC-corrected one-latent variable measurement model.

This conceptualization leads to short-cuts to estimate deflation-
corrected reliability. These estimators are divided into two
families as discussed above: on the one hand, Rit is replaced
by a different coefficient in MECRs: on the other hand, an
attenuation-corrected estimator of correlation is used in ACERs.
These estimators are short-cuts in the sense that until a sound
theoretical basis for a new way of thinking, defining, and
estimating reliability is developed, these practical options would
lead to a reasonable alternative to deflation-corrected estimates
of reliability.

Theoretical Bases for the
Deflation-Corrected Estimators of
Reliability
The General (theoretical) bases for different families of DCERs
discussed by Metsämuuronen (2022a,c,f) are based on alpha
(eq. 3):

ρα_wi θ =
k

k− 1



1−

k∑
i = 1

σ 2
i

(
k∑

i = 1
σiwi θ

)2



, (22)

theta (eq. 5):

ρTH_wi θ =
k

k− 1


1−

1

k∑
i = 1

w2
i θ


 , (23)

omega (eq. 6):

ρω_wi θ =

(
k∑

i = 1
wi θ

)2

(
k∑

i = 1
wi θ

)2

+
k∑

g = 1

(
1− w2

i θ

)
, (24)

or rho (eq. 7):

ρMAX_wi θ =
1

1+ 1
k∑

i = 1
(w2

i θ /(1−w2
i θ ) )

, (25)

where the notation wi θ refers to the fact that the magnitude
of the estimate depends on three things: characteristics of the
weight factor (w), the item (i), and the score variable (θ) as a
manifestation of the latent trait as discussed above. Other bases
could also be used. However, using theta, omega, and rho outside
of their traditional context is debatable. Here, it is assumed that
the estimators could be used as independent estimators; this
seems consistent with the general measurement model discussed
above. Alternatively, we may think that the estimates we get
using RPC, RREG, G, D, G2, D2, RAC, or EAC instead of the
traditional λi are outcomes of renewed procedures on principal
component and factor analysis where the factor loadings are, i.e.,
RPC and G2 instead of PMC (cl. ordinal theta by Zumbo et al.,
2007).

The practical characteristics of the estimators are studied in
the empirical section. From a theoretical viewpoint, in hypothetic
extreme datasets with deterministic item discrimination in all
items leading to RPCi =RPCj ≈ Gi =Gj = G2i = G2j = RACi =
RACj = EACi = EACj≡ 1,2 estimators based on rho (eq. 25) could
not be used, because this would require division by zero, which is
not defined. However, DCERs based on theta and omega (eqs. 23
and 24) would lead to perfect reliability (REL= 1):

ρMax
TH_RPCi θ ≈ ρMax

TH_Gi θ = ρMax
TH_RACi θ

= k/
(
k− 1

) (
1− 1/k

)
≡ 1 (26)

and

ρMax
ω_RPCi θ ≈ ρMax

ω_Gi θ = ρMax
ω_RACi θ =

(
k
)2

/
((
k
)2

+ 0
)

≡ 1.(27)

The maximum value by the estimators based on alpha (eq. 22) is:

ρMax
α_RPCi θ ≈ ρMax

α_Gi θ = ρMax
α_RACi θ

=
k

k− 1


1−

k∑

i = 1

σ 2
i /




k∑

i = 1

σi




2 
 . (28)

Hence, estimators based on alpha can reach the value ρMax
α_RPCi θ ≈

ρMax
α_Gi θ = ρMax

α_RACi θ = 1 only when all item variances are
equal (σi = σj = σ ), that is, for instance, when the items are
standardized. In the case

ρα_RPCi θ ≈ ρα_Gi θ = ρα_Di θ

= k/
(
k− 1

) (
1− kσ 2/

(
kσ
)2 )

= k/
(
k− 1

) (
1− 1/k

)
≡ 1 (29)

2Notably, RPC cannot reach a perfect 1. With enhanced procedures of the

estimation by adding a very small number like 10−50 to each element of the

logarithm and when the embedded PMC≈ 1 such as 0.99999999, RPC ≈ 1.
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Notably, in the theoretical case, all the item–score correlations
are equal to 0, and except for those based on omega, none of
the estimators are defined. This is inherited from the original
estimators: those that are not defined when all correlations or
loadings are 0.

METHODOLOGY

Measurement Model and Estimators Used
in the Empirical Section
In the empirical section, the characteristics of different types of
DCERs are compared by varying the characteristics of w and
i in a real-life setting with finite or small sample sizes. The
general measurement model discussed above is applied in the
empirical section. Formulae (22) to (25) are used as bases for
the estimators. The raw score (θX) is used as the manifestation
of θ and RPC, RREG, G, D, G2, D2, RAC, and EAC as weight factors.
The estimators of correlation and their estimation are described
in Appendix 1 in Supplementary Material (refer to details in,
e.g., Metsämuuronen, 2022b). The estimates by the traditional
estimators ρα, ρTH, ρω, and ρMAX (eqs. 3, 6, 8, and 9), with
their traditional original score variables (θX for alpha, θPC for
theta, and θFA withML estimation for omega and rho) and weight
factor (Rit for alpha and λi for theta, omega, and rho), are used
as benchmarks to the DCERs. With only two items with a wide-
scale, principal axis factoring (PAF), instead of ML, is conducted
to estimate the factor loadings.

In the empirical section, the estimators are named based on
eqs. (22) to (25). For example, ρMAX_RPCiX refers to eq. (25)
where the base is the formula of rho (ρMAX), the weight factor
is RPC, and the score variable is the raw score (θX). In the
Figures and Tables, this is expressed as “RhoRPC.” Similarly, the
traditional estimators are referred to as “AlphaRit,” “ThetaPC,”
“OmegaML,” and “RhoML” or by an attribute “traditional” such
as “Alpha traditional.”

The estimators and estimates are also compared from the
viewpoint of their capability of reflecting the population value.
A simple statistic for this is used: the difference between the
sample estimate and the population value (d). When d > 0,
the true correlation is overestimated, and when d < 0, the
sample estimate underestimates the population estimate. In the
Figures and Tables, this difference related to a specific estimator
is referred to as “dRhoRPC” and “dRho traditional”.

Datasets Used and Tests Conducted in the
Study
A real-world dataset of 4,022 nationally represented test-takers of
a mathematics test with 30 binary items (FINEEC, 2018) is used
as the “population”. In the original dataset, ρα = 0.885, ρTH =

0.89, ρω = 0.887, and ρMAX = 0.895; the difficulty levels of the
items ranged 0.24 < p < 0.95, with the average p̄ = 0.63; and
item discrimination ranged 0.332 < Rit < 0.627 with the average
Rit = 0.481.

Ten random samples with n = 25, 50, 100, and 200 test-
takers were picked from the original dataset. These finite samples
imitate different sizes of real-world sample sizes, ranging from

a test for a large student group (n = 200) to classroom testing
(n = 25). In each of the 10 × 4 datasets, 36 tests were produced
by varying the number and difficulty levels of the items and the
length of the scale of the score [df (X) = number of categories in
the scale−1] and the item [df (g) = number of categories in the
scale−1]. The polytomous items were constructed as sums of the
original binary items. Thus, the datasets3 consists of 14,880 partly
related test items from 1,440 partly related tests with a varying
number of test items (k = 2–30, k̄ = 10.33, SD 8.621) and test-
takers (n = 25, 50, 100, and 200), number of categories in the

items [df (g) = 1–14, df (g) = 4.57, SD 3.480], and in the score

[df (X) = 10–27, df (X) = 18.06, SD 3.908], the average difficulty
levels (p̄= 0.50–0.76, ¯̄p= 0.66. SD 0.052), and the lower bound of
reliabilities (ρα = 0.55–0.93, ρ̄

α = 0.850, SD 0.049).

RESULTS

Because previous studies related to DCERs have been
fragmented, this study intends to offer a more systematic
comparison of the estimators with a larger number of estimates.
In doing so, five characteristics of DCERs are studied: their
general tendencies in comparison with traditional estimators,
their capability to reflect the population value, the effect of
the sample size in the estimators, the effect of the number
of categories in the score, and the effect of test difficulty. In
what follows, mainly DCERs based on the form of omega
(“deflation-corrected omega”) are presented in the text, and all
estimators in the comparison are collected in Appendix 2 in
Supplementary Material.

General Tendencies of DCERs
Of the general tendencies of DCERs, three are highlighted.
First, in comparison with the traditional estimators based on
Rit and λi, all DCERs in the simulation give, in general,
higher estimates. This is specifically true with binary datasets
where all DCERs give systematically and consistently almost
the same estimate, which is 0.07–0.09 units higher than the
traditional estimates (Table 1; Figure 4; refer also to Appendix
2 in Supplementary Material). With binary items, all DCERs,
irrespective of the base, suggest that the reliability of the (original)
test would rather be 0.91–0.94 and not 0.85–0.88 as suggested
by the traditional estimators. This higher magnitude of the
estimates is caused by the less-deflated estimates of correlation
with items of extreme difficulty level by the alternative estimators
in comparison with PMC. Although the true reliability of the
original real-life dataset is unknown, the unified voice of DCERs
speaks of the possibility that they reflect the same (latent)
true reliability. Notably, the differences between traditional
estimates and those by DCERs are remarkably smaller than the
ones in examples described by Gadermann et al. (2012) and

3The dataset of individual items (n= 14,880) including several indicators of item–

score association is available in CSV format at http://dx.doi.org/10.13140/RG.

2.2.10530.76482 and in SPSS format at http://dx.doi.org/10.13140/RG.2.2.17594.

72641. The dataset of reliabilities (n = 1,440) is available in CSV format at http://

dx.doi.org/10.13140/RG.2.2.30493.03040 and in SPSS format at http://dx.doi.org/

10.13140/RG.2.2.27971.94241.
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TABLE 1 | Average estimates of reliability and deviance from the population value in simulation.

Traditionalestimators MCER (RPC) MCER (RREG)

Base Alpha Theta Omega Rho Alpha Theta Omega Rho Alpha Theta Omega Rho

Estimatea 0.850 0.858 0.854 0.875 0.891 0.896 0.925 0.935 0.885 0.890 0.920 0.928

Deviationb −0,016 −0,001 −0,012 0,012 −0,009 −0,002 −0,005 0,008 −0,005 0,001 −0,001 0,007

N 1,440 1,440 1,394 1,384 1,440 1,440 1,440 1,418 1,440 1,440 1,440 1,421

MCER (G) MCER (D) MCER (G2)

Base Alpha Theta Omega Rho Alpha Theta Omega Rho Alpha Theta Omega Rho

Estimatea 0.831 0.834 0.893 0.904 0.789 0.796 0.873 0.883 0.905 0.910 0.933 0.942

Deviationb −0,009 −0,005 −0,005 0,009 −0,010 −0,002 −0,005 0,009 −0,009 −0,001 −0,005 0,009

N 1,440 1,440 1,440 1,418 1,440 1,440 1,440 1,426 1,440 1,440 1,440 1,418

MCER (D2) ACER (RAC) ACER (EAC)

Base Alpha Theta Omega Rho Alpha Theta Omega Rho Alpha Theta Omega Rho

Estimatea 0.884 0.890 0.920 0.930 0.891 0.897 0.924 0.934 0.901 0.906 0.930 0.939

Deviationb −0,010 −0,002 −0,005 0,009 −0,007 0,001 −0,003 0,010 −0,006 0,001 −0,002 0,010

N 1,440 1,440 1,440 1,426 1,440 1,440 1,440 1,418 1,440 1,440 1,440 1,418

aAverage estimate.
bAverage deviation between the sample and population estimates.

FIGURE 4 | Average estimates by DCERs based on the form of omega.

Metsämuuronen (2022a,c), and in extreme cases, the difference is
reported to be 0.4–0.6 units of reliability. The smaller difference
is caused by the fact that the datasets used in the simulation
do not include extremely easy or extremely difficult items
or tests.

Second, when the number of categories in the items exceeds
4, G and D tend to give an obvious underestimation of the item–
score association (refer to, e.g., Metsämuuronen, 2021a). Hence,
we obtain notably low estimates of reliability using alpha and
theta as bases for the DCERs with items that have a wide scale
(refer to Figure 4; Appendix 2 in Supplementary Material). In
these cases, using the dimension-corrected estimators G2 and D2

would be better, with binary items G = G2 and D = D2. Using
G2 and D2 as the linking factor with polytomous items seems

to give largely the same magnitude of reliability as given by RPC
and RREG.

Third, using rho as the base may lead to missing estimates,
specifically with small sample sizes. Datasets with the smallest
sample size in the simulation produce a remarkable number of
deterministic patterns (6% of the estimates with n = 25) where
the estimates based on rho are not defined. Then, factually, the
number of estimates is 1,418 (instead of 1,440) for estimators
based on rho (refer to Table 1). Small sample sizes are prone
to produce not only deterministic patterns where rho cannot
be calculated at all but also near-deterministic patterns leading
to (artificially) high estimates. This characteristic seems to be
inherited also to DCERs based on rho: the estimates based
on rho with binary items (0.94–0.96) are suspiciously high in
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FIGURE 5 | Deviance between sample and population estimates by DCERs based on the form of omega.

FIGURE 6 | Deviance between sample and population estimates by a DCER based on omega.

comparison with the estimators based on theta and omega (0.93–
0.94; refer to Appendix 2 in Supplementary Material). This is
related to the note by Aquirre-Urreta et al. (2019) that traditional
rho tends to give overestimates with finite samples.

The Capability of DCERs to Reflect
Population Reliability
Another aspect of the general tendencies is how well sample
estimates reflect population estimates. This is illustrated in
Figure 5 and Appendix 2 in Supplementary Material, and four
points are highlighted here. First, DCERs based on alpha, theta,
and omega are conservative: they tend to produce estimates
where the magnitude is lower than population reliability. In
contrast, DCERs based on rho tend to be liberal: the estimates
tend to overestimate population reliability, especially with binary
items (refer to Appendix 2 in Supplementary Material). Second,
sample estimators using EAC as a linking factor tend to
overestimate population reliability based on EAC. Notably, the

factual estimates of reliability seem not to be overestimated when
EAC is used (refer to Figure 4 above). Third, estimators based
on the form of theta and rho tend to be more stable than those
using alpha and omega, theta in binary settings, and rho with
polytomous settings (except when RAC or EAC are used as the
linking factor; refer to Appendix 2 in Supplementary Material).
In estimators based on theta and rho, the deviance between the
sample and population estimates is generally around 0.001–0.002
units of reliability. With estimators based on alpha and omega,
the deviance is around 0.01–0.02 units of reliability.

Fourth, although the general tendencies show only mild
deviance between sample and population, single estimates in the
sample may be far off the population value. Figure 6 illustrates
howwidely the estimatesmay deviate from the population values,
specifically with small sample sizes. The reason for the wide
deviance with small sample sizes, specifically when using the
traditional omega, is that even one test-taker may have a notable
effect on changing the correlations between the item and score
and, in some cases, even from positive (in the population) to

Frontiers in Psychology | www.frontiersin.org 12 July 2022 | Volume 13 | Article 891959151

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Metsämuuronen Typology of Deflation-Corrected Estimators of Reliability

FIGURE 7 | Deviance between sample and population estimates in DCERs based on omega.

FIGURE 8 | Average estimates of reliability and deviance from the population by sample size.

negative in the sample (refer to examples in Metsämuuronen,
2022b).

Generally, except with estimators based on alpha, the deviance
between the sample and population estimates seems notably
smaller by DCERs than by traditional estimators (refer to
Figure 7; Appendix 2 in Supplementary Material). Specifically,
this is true with binary items. The traditional theta seems to
give relatively more stable estimates even without correction
for deflation. Notably, the wide range in deviance between the
sample and population estimates with polytomous items when G
or D are used as the linking factor and alpha as the base is caused
by the fact that G and D tend to give obvious underestimation
when the number of categories in item exceeds 3–4.

Effect of Sample Size on DCERs
As a benchmark to DCERs in Figure 9, Figure 8 illustrates
the behavior of the traditional estimators by sample size (refer
to details in Appendix 2 in Supplementary Material). All the
conservative estimators (alpha, theta, and omega) tend to give

estimates that deviate notably from the population value when
the sample size is very small (n = 25). When the sample size
reaches n = 50, the estimates are relatively stable. Theta seems
to be the most stable when it comes to reflecting the population
value. The estimates by rho are higher than others, but it also
tends to overestimate mildly population reliability (up to 0.008
units of reliability) with small sample sizes.

The estimates by DCERs differ notably depending on whether
binary or polytomous items are used. With binary items, all
DCERs give largely the same estimates, while with polytomous
items, DCERs using G and D as the linking factor underestimate
reliability irrespective of the sample size (refer to Figure 9 and
more details in Appendix 2 in Supplementary Material). In both
cases, the estimates are stable when the sample size is n = 50
or higher. All the estimators underestimate population reliability
with a very small sample size (n= 25).

It seems that DCERs give a notable advantage when the
sample size is small. This is true specifically with binary items; the
estimates by DCERs tend to be closer to the population value in
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FIGURE 9 | The behavior of DCERs based on omega by sample size. (A) Base omega by N; binary items. (B) Base omega by N; polytomous items. (C) Deviance by

N; binary items. (D) Deviation by N; polytomous items.

comparison with the traditional estimators. Omega would benefit
the most by changing the linking factor. With polytomous items,
DCERs using EAC as the linking factor tend to overestimate the
population value, although the factual estimates do not exceed
the magnitude of the estimates using G2 as the linking factor.

Traditional alpha, omega, and rho seem to benefit if the
linking factor is changed from PMC to any of the item–score
correlations used for comparison. The estimators using bi- and
polyreg correlation coefficient (RREG) with very small sample
sizes seem to give more stable estimates than other estimators of
correlation, and the estimates based on theta seem to be relatively
stable even with small sample sizes and without changing the
linking factor.

Effect of Number of Categories in the
Score on DCERs
The dataset used in simulation is limited when it comes to
the number of categories in the score variable. Because of the
limitations in the original dataset, only scores with a number
of categories ranging from 11 to 31 [df (X) = 10–30] could

be used. However, it seems that all the estimators give stable
estimates when the number of categories in the score exceeds 20
(Figures 10a,b).

Among the traditional estimators, alpha and omega seem
quite unstable when the scale of the score is narrow [df (X) <

15], and the reliability of the population may be underestimated
by more than 0.1 units (Figure 10b). From this viewpoint, the
estimates by theta are notably closer to the population values
as the reliability is underestimated by less than 0.06 units
with binary items. The estimates by rho tends to overestimate
reliability by up to 0.03 units with scores with a narrow scale,
although the estimates tend to be rather stable with polytomous
items even when the score has a narrow scale.

When it comes to DCERs, in general, those using
a conservative base (alpha, theta, and omega) tend to
underestimate population reliability less than the traditional
estimators, specifically with scores with a narrow scale [df (X)
< 15] and binary items, whereas those based on a liberal base
(rho), tend to less overestimate population reliability than
traditional estimators with short tests (Figure 10b; Appendix
2 in Supplementary Material). Although the DCERs that use
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FIGURE 10 | The behavior of traditional estimators of reliability by the width of the score [df(X)]. The behavior of DCERs by the width of the score [df(X)]. (a) Base

omega; binary items. (b) Base omega; polytomous items.

EAC as the linking factor tend to overestimate reliability with
polytomous items (refer to above), the estimates tend to be
closest to the population value with polytomous items and very
short tests [df(X) < 14].

Effect of Test Difficulty on DCERs
Lastly, the estimators are compared by their behavior for
tests with different difficulty levels. Notably, the dataset used
in the simulation does not allow comparing them with
extremely difficult or extremely easy tests; in such tests, Rit
is the most vulnerable. Still, some comparisons are conducted
although the number of “difficult” (average proportion of
correct answers in the items is p̄< 0.55) and “easy” tests
(p̄> 0.75) is small. Figures 11a,b (refer also to Appendix 2 in
Supplementary Material) illustrate the behavior of omega and
the related DCERs regarding test difficulty, and three points
are highlighted.

First, of the traditional estimators, alpha and omega tend to
be more affected by test difficulty than theta and rho. Alpha
and omega tend to underestimate reliability in both extremes.
Theta seems relatively stable with binary items but is affected by
test difficulty with polytomous items. Rho is stable, although it
seems to overestimate reliability irrespective of test difficulty if
the difficulty level is not extreme.

Second, with binary items, the magnitude of the estimates
by DCERs tends to be notably higher and more stable than by
the traditional estimators irrespective of test difficulty. A specific
advantage of DCERs is with a test of extreme difficulty level
where the traditional estimators tend to give lower values. This
is specifically true with estimators based on alpha and omega; it
seems that the traditional alpha and omega would benefit most
by changing the linking factor.

Third, with polytomous items, using RAC or EAC as a linking
factor seems to produce the most stable estimates irrespective

Frontiers in Psychology | www.frontiersin.org 15 July 2022 | Volume 13 | Article 891959154

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Metsämuuronen Typology of Deflation-Corrected Estimators of Reliability

FIGURE 11 | The behavior of DCERs by test difficulty (the highest and traditional estimates are highlighted). (a) Base omega; binary items. (b) Base omega;

polytomous items.

of the base used and test difficulty. EAC tends to overestimate
reliability mildly, but the factual estimates tend not to differ from
those where G2 is used. Except for the estimators that use D and
G, the differences between the estimates are small.

CONCLUSIONS, DISCUSSION, AND
RESTRICTIONS

Results in a Nutshell
The starting point of this article was two-fold. First, the
empirical findings indicate that the estimates by the traditional
estimators of reliability such as alpha, theta, omega, and rho
tend to be deflated, and the magnitude of deflation may
be remarkable with certain types of datasets, typically with
tests including items of extreme difficulty level. Second, the
main reason for the deflation in the estimates of reliability
is the mechanical error related to estimates of the item–score
correlation embedded in the widely used traditional estimators
of reliability. The behavior of alternative estimators for Rit
has been studied, and short-cut estimators of reliability that

produce deflation-corrected estimates have been proposed based
on replacing Rit with an alternative, which gives a radically
smaller magnitude of deflation. Some of these alternatives are
RPC, RREG, G, D, G2, D2, RAC, and EAC, which are discussed in
the empirical section.

Different families of DCERs can be classified by the estimator
used as the base, by score variables, and by weighting factors
between item and score variable. Studies concerning DCERs
have been either at a very initial stage, they have offered just
some examples of the new possibility, they have been based on
small datasets and have been fragmentary, or the simulations
have made only a limited comparison of the behavior of some
DCERs with their traditional counterparts. The aim of this
study was to conduct a more systematic comparison of the
behavior of different combinations of these elements and to
typologize estimators that would show which estimator suits
which situations. The simulation used here was based on finite
sample sizes relevant to many real-life testing settings (n ≤

200). Although the simulation conducted and the dataset used
have their restrictions, which will be discussed later, seven main
outcomes may be presented here:
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1) Regardless of the base and linking factor used, DCERs
tend to give higher estimates than traditional estimators.
This is because of higher magnitudes of the item–score
correlations obtained by the alternative estimators than by the
traditional Rit.

2) Not only are their estimates higher, DCERs seems to tend to
produce estimates that are closer to the population value than
the traditional estimators do.

3) Although the true reliability of the original real-life dataset
is unknown, the unified voice of the DCERs, specifically
with binary items, speaks that they reflect the same (latent)
true reliability.

4) A specific advantage of DCERs seems to come from small
sample size, short tests, and test with extreme difficulty
levels and binary items. In these settings, the traditional
conservative estimators (alpha, theta, and omega) may
radically underestimate population reliability.

5) With binary items, all DCERs in the comparison seem to give
almost an identical outcome that is notably higher than that
given by the traditional estimators. The differences between
DCERs are clearer with polytomous items.

6) Of the individual DCERs, those using G and D as the
linking factor tend to be conservative with polytomous
items, specifically if alpha and theta are used as the base.
This is caused by the known characteristic of G and D
to underestimate the item–score association in an obvious
manner when the number of categories in the scale in an
item exceeds 3–4. In these cases, instead of G and D, DCERs
using dimension-correctedG andD (G2 andD2) as the linking
factor give estimates with a magnitude close to the estimates
by other estimators. Estimators using D2 as the linking factor
tend to give more conservative outcomes than G2.

7) DCERs using EAC as the linking factor offer a puzzle: although
the magnitudes of the sample estimates are not higher than
those given by the other DCERs, they tend to overestimate the
population estimates using EAC as the linking factor. This is
specifically true when rho is used as the base with polytomous
items. This uniquely reflects the relationship between the
sample and population EAC. A large population rarely leads
to deterministic or near-deterministic patterns between two
variables; small samples are more prone to these patterns, and
the magnitude of the estimates by EAC in a sample tends to be
higher than in the population.

The characteristics of different combinations of the base and the
linking factor are discussed in the section that follows.

Typology of Selected Deflation-Corrected
Estimators of Reliability
Tables 2a,b summarize the typological characteristics of
different combinations of the bases (alpha, theta, omega,
and rho) and the weight factors (RPC, RREG, G, D, G2, D2,
RAC, and EAC). Notably, all score variables discussed in the
article (θX , θPC, θFA, θIRT , or θNL) are not covered in this
study; the raw score (θX) was used in the simulation (of a
comparison of other score variables; refer to Metsämuuronen,
2022a). The characteristics of the weight factors are

studied elsewhere (e.g., Metsämuuronen, 2020a,b, 2021a,b,
2022b,d).

When it comes to the base of DCERs, the estimators
based on alpha, theta, and omega are conservative; they tend
to produce estimates that are underestimates of population
reliability with small sample sizes. Estimators based on rho
tend to be liberal; they tend to produce estimates that are
overestimates of population reliability with small sample sizes.
Estimators based on theta seem surprisingly stable, more stable
than those by alpha and omega. Estimators based on rho
are specifically vulnerable to deterministic patterns. In these
patterns, estimates by rho cannot be calculated because of the
undefined division by zero. Also, the estimates by rho are
unstable with a near-deterministic pattern even in one item.
These patterns are expected with small sample sizes. Hence,
DCERs based on rho may not be suggested to be used with small
sample sizes.

When it comes to weighting factors, RPC and RREG reflect
a correlation between unobservable, theoretical constructions.
Hence, DECRs using these coefficients as linking factors may
lead to a kind of theoretical reliability that is not related to the
factual score variable (refer to the critique by Chalmers, 2017).
From this viewpoint, estimators based on G and D lead to more
practical interpretations of reliability. That is, because G and,
specifically,D strictly indicate the proportion of logically ordered
test-takers in a test item after they are ordered by the score (refer
to Metsämuuronen, 2021b), the DCERs using G or D reflect the
proportion of logically ordered test-takers in all test items as a
whole. For example, if the averageD of all item–score correlations
in a specific dataset is 0.7, it means that 85% of the test takers,
that is, p = 0.5 × 0.70 + 0.5 = 0.85 (refer to Metsämuuronen,
2021b), are logically ordered in all items as a whole after they are
ordered by the score. Because of their conservative nature with
polytomous items having more than three categories, DCERs
based on G and D are suggested for tests with binary items
and with polytomous items having less than four categories. The
dimension-corrected versions of G and D (G2 and D2) can be
used for binary and polytomous items and in a binary case, G
= G2 and D= D2.

Of the DCERs using attenuation-corrected estimators of
correlation (RAC and EAC) as the linking factor, those using
RAC are more conservative than those using EAC. This follows
strictly from the behavior of RAC and EAC: except for the binary
case where RAC and EAC give identical estimates, the estimates
by EAC tend to be higher than those by RAC (refer to, e.g.,
Metsämuuronen, 2022d). Both seem to be somewhat liberal with
small sample sizes especially with polytomous items, although the
factual estimates do not seem to differ notably from the estimates
by other DCERs. With binary items, ACERs tend to produce
largely the same estimates as MCERs.

Based on the simulation, some initial recommendations
concerning the usability of the DCERs may be summarized as
follows; obviously, more specified simulations are needed, and
these are discussed in the next section.

1) With small sample sizes (n < 200), using estimators based on
rho is not recommendable; all DCERs based on rho as well
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TABLE 2a | Typology of selected deflation-corrected estimators of reliability and their characteristics.

RPC RREG G & D G2 & D2

General characteristics • Reflects latent reliability, not

strictly related to the observed

score nor observed items

• Leads to theoretical

interpretation of reliability

• Based on covariance

• Suitable for binary and

polytomous items

• Not simple to calculate

• Reflects reliability of the

observed score but uses

non-observed items

• Leads to partly theoretical

interpretation of reliability

• Based on regression model

• Suitable for binary and

polytomous items

• Not simple to calculate

• Reflects reliability of observed

score

• Leads to practical

interpretation of reliability

• Based on probability

• D more conservative than G

• Suitable for binary items and

polytomous items with < 3

categories

• Simple to calculate manually

• Reflects reliability of the

observed score but uses

non-observed items

• Leads to practical

interpretation of reliability

• Based on probability

• Liberal nature; D2 more

conservative than G2

• Suitable for binary and

polytomous items

• Simple to calculate manually

Base Alpha • Always underestimates

population reliability

• Very conservative in nature

• Gives estimates even with

small sample sizes

• Reaches the perfect reliability

(rel = 1) when wi = 1, and

σi= σj
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• Least conservative nature
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(maximal
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• Not the best option for

small samples
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TABLE 2b | Typology of selected deflation-corrected estimators of reliability and their characteristics; attenuation-corrected estimators.

Attenuation-corrected estimators;Weight wi

RAC EAC

General characteristics • Reflects reliability of the

observed score but uses

non-observed items

• Leads to practical interpretation

of reliability

• Based on probability

• May have a liberal nature

• Tendency for slight

overestimation with

polytomous items

• Safe to use with items with <

4 categories

• Simple to calculate manually

• Reflects reliability of the

observed score but uses

non-observed items

• Leads to practical interpretation

of reliability

• Based on probability

• Very liberal nature

• Tendency for overestimation

with polytomous items

• Safe to use with binary items

• Simple to calculate manually

Base Alpha • Always underestimates

population reliability

• Very conservative in nature

• Gives estimates even with

small sample sizes

• Reaches the perfect reliability

(REL = 1) when wi = 1, and

σi= σj
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Theta • Maximizes alpha

• Conservative nature

• Gives estimates even with
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• Reaches the perfect reliability
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Omega • Always higher than alpha

• Least conservative nature

• Gives estimates even with

small sample sizes

• Reaches the perfect reliability

(REL = 1) when wi = 1
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Rho

(maximal

reliability)

• Maximizes omega

• Liberal nature; may

overestimate reliability with

small sample sizes

• Cannot be calculated if

deterministic patterns even in

one item

• Cannot reach the perfect

reliability (rel < 1)

• Not the best option for

small samples
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as the traditional estimators tend to give overestimates with
small sample sizes.

2) With binary items, all DCERs based on the conservative
estimators (alpha, theta, and omega) give more plausible
estimates than the traditional estimators; the difference
is in the interpretation of the linking factor. Using
RPC or RREG leads to “theoretical reliability” as a
benchmark for the traditional one and using G or D
(and G2 or D2) leads to practical interpretation of the
logical order of the test-takers; all these refer to the

discrimination power of the score. Using RAC or EAC
may give an interpretation closer to the original Rit,
that is, attenuation-corrected alpha, theta, omega, or
rho. Notably, with binary items, RAC and EAC produce
identical outcomes.

3) With polytomous items, DCERs using G and D are not
recommended to be used is the number of categories
exceeds 3 (D) or 4 (G), or, if used, the estimates may
be very conservative—the magnitude of the estimates may
be even more deflated than of those by the traditional
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alpha. Specifically, if the number of categories in the score
is small but the sample size is large, D tends to be
affected by the large number of tied cases and tends to
underestimate the correlation, which is also reflected in the
estimates of reliability. With polytomous items, using G2 or
D2 seems to give estimates whose magnitude is closer to
those by RPC or RREG. However, using G2 and EAC may
give a liberal estimate in comparison with RPC, RREG, D2,
and RAC.

4) If alpha and theta are used, where the traditional item–
score correlation is originally used as default, as the
bases for DCERs, attenuation-corrected Rit (RAC) could
be a natural alternative for Rit. Then, the “attenuation
corrected alpha” or “attenuation corrected theta” could
be reported as a benchmark as a side of the traditional
alpha or theta. Using EAC could enhance the outcome by
also allowing non-linearity in the association between
items and score. Obviously, the other alternative
estimators could also be used; then, we could report
“MEC-corrected alpha” or “deflation-corrected alpha” as
a benchmark.

5) If using omega and rho as the bases for DCERs, three
options may be worth considering. First, a renewed process
of producing factor loadings may be considered; for DCERs,
the factor loadings should be some of the alternative
estimators of item–score correlation instead of (essentially)
Rit. Second, another option to estimate the reliability
of the factor score variables would be to estimate just
the factor score variable by traditional factor analysis
to produce an “optimal linear combination” and to use
alternative estimators of item–score correlation in the DCERs
irrespective of factor loadings. Third, in line with the general
approach used in the article, the formulae of omega and
rho could be used in DCERs to estimate the reliability
of various types of score variables irrespective of the
factor analysis. Systematic studies on these options would
be beneficial.

Practical Calculation of DCERs
To give a practical example of calculating the DCERs discussed
in this article, a specific national-level dataset with exceptionally
easy items (n = 7,770) discussed by Metsämuuronen (2022b;
2022f; 2022g; originally in Metsämuuronen and Ukkola, 2019)
and referred to in sections “From prediction formulae to
coefficient alpha” and “From alpha, theta, omega, and rho
to deflation-corrected reliability” is used here as an example.
Originally, the test was a screening test of proficiency in the
language used in the factual test; only test-takers with second
language status were expected to make mistakes in the test items.
Descriptive statistics of the dataset are collected in Table 3a,
principal component and factor loadings for the traditional theta,
omega, and rho in Table 3b, estimates of item–score correlation
by selected estimators of correlation in Table 3c, and derivatives
of the correlations for the traditional and deflation-corrected
coefficients of alpha in Table 3d. Estimates of reliability are
collected in Table 3e.

TABLE 3a | Descriptive statistics of the test items from Metsämuuronen and

Ukkola (2019) (N = 7,770).

Item (g) Range Mean p Std. deviation Variance

g1 0–1 0.96 0.96 0.186 0.0348

g2 0–1 0.98 0.98 0.126 0.0160

g3 0–1 0.99 0.99 0.088 0.0078

g4 0–1 0.91 0.91 0.287 0.0824

g5 0–2 1.78 0.89 0.610 0.3715

g6 0–1 0.98 0.98 0.122 0.0150

g7 0–2 1.97 0.985 0.211 0.0446

g8 0–2 1.98 0.99 0.169 0.0285

SUM 0.6004

Score 3–11 10.57 0.961 0.875 0.7650

TABLE 3b | Principal component and factor loadings.

Principal component Factorloadings and derivatives

loadings and derivatives

Item λPC λ2
PC λMLE λ2

MLE 1–λ2
MLE λ2

MLE/(1–λ
2
MLE)

g1 0.447 0.200 0.276 0.076 0.924 0.082

g2 0.430 0.185 0.260 0.068 0.932 0.073

g3 0.605 0.366 0.471 0.222 0.778 0.285

g4 0.468 0.219 0.291 0.085 0.915 0.093

g5 0.204 0.042 0.111 0.012 0.988 0.012

g6 0.375 0.141 0.213 0.045 0.955 0.048

g7 0.288 0.083 0.160 0.026 0.974 0.026

g8 0.633 0.401 0.512 0.262 0.738 0.355

SUM 1.636 2.294 7.204 0.974

TABLE 3c | Estimators of correlation between the item and raw score.

item Rit RPC RREG D G D2 G2 RAC EAC

g1 0.351 0.677 0.436 0.791 0.857 0.791 0.857 0.551 0.551

g2 0.268 0.618 0.375 0.779 0.846 0.779 0.846 0.489 0.489

g3 0.283 0.696 0.408 0.858 0.911 0.858 0.911 0.603 0.603

g4 0.458 0.736 0.529 0.789 0.834 0.789 0.834 0.603 0.603

g5 0.746 0.931 0.732 0.952 0.979 0.958 0.982 0.921 0.923

g6 0.260 0.602 0.364 0.766 0.831 0.766 0.831 0.477 0.477

g7 0.327 0.702 0.425 0.832 0.897 0.943 0.976 0.568 0.567

g8 0.373 0.760 0.457 0.877 0.924 0.961 0.983 0.680 0.693

For the traditional alpha, theta, omega, and rho, their original
score variable is used: a raw score for alpha, a principal
component (PC) score for theta, and an ML estimate (MLE)
of the factor score for omega and rho. For DCERs, the
raw score is used as the manifestation of the latent variable;
Metsämuuronen (2022f) shows examples of using PC and factor
scores in calculations.
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TABLE 3d | Derivatives of the estimators of correlation between an item and a raw score.

Item VAR(g) Rit × s RPC × s D × s G × s D2 × s G2 × s RAC × s EAC × s

g1 0.035 0.065 0.126 0.147 0.160 0.147 0.160 0.103 0.103

g2 0.016 0.034 0.078 0.098 0.107 0.098 0.107 0.062 0.062

g3 0.008 0.025 0.061 0.076 0.080 0.076 0.080 0.053 0.053

g4 0.082 0.131 0.211 0.226 0.239 0.226 0.239 0.173 0.173

g5 0.372 0.455 0.568 0.580 0.597 0.584 0.598 0.561 0.562

g6 0.015 0.032 0.074 0.094 0.102 0.094 0.102 0.058 0.058

g7 0.045 0.069 0.148 0.176 0.189 0.199 0.206 0.120 0.120

g8 0.028 0.063 0.128 0.148 0.156 0.162 0.166 0.115 0.117

SUM 0.600 0.874 1.395 1.546 1.630 1.587 1.658 1.245 1.248

TABLE 3e | Estimates of reliability.

Traditionalestimator DCERs with alternative weight factors and raw score (θX)

Base Traditionalweight (score) RPC RREG D G D2 G2 RAC EAC

Alfa 0.2450 (θX ) 0.7901 0.4196 0.8556 0.8846 0.8703 0.8934 0.7004 0.7025

Theta 0.4444 (θPC) 0.8686 0.5200 0.9368 0.9610 0.9494 0.9684 0.7779 0.7802

Omega 0.4221 (θMLE) 0.8952 0.6925 0.9473 0.9669 0.9572 0.9729 0.8310 0.8323

Rho 0.4934 (θMLE) 0.9287 0.7353 0.9605 0.9795 0.9757 0.9891 0.9012 0.9031

Using Tables 3a,d and eq. (2), the estimate of reliability

by the traditional alpha is ρ̂α = k
k−1


1−

k∑
i = 1

σ 2
i

(
k∑

i = 1
σiρi θ X

)2


 =

8
7

(
1− 0.6004

0.8742

)
= 0.245. Correspondingly, using Table 3b

and eqs. (6), (8) and (9), the estimate by theta is

ρ̂TH = k
k−1


1− 1

k∑
i = 1

λ2i θ PC


 = 8

7

(
1− 1

1.636

)
= 0.444, the

estimate by omega is ρ̂ω =

(
k∑

i = 1
λi θ MLE

)2

(
k∑

i = 1
λi θ MLE

)2

+
k∑

i = 1
(1−λ2i θ MLE)

=

2.2942

2.2942+7.204
= 0.422, and the estimate by rho is ρ̂MAX =

1
1+ 1

k∑
i = 1

(λ2
i θ MLE

/(1−λ2
i θ MLE) )

= 1
1+ 1

0.974

= 0.493.

Similarly, the estimates by DCERs can be calculated using eqs.
(22) to (25) by applying different weight factors.4 If RPC is used
as the weight factor, deflation-corrected alpha, as an example,

gives an estimate of ρ̂α_RPCi θ X = k
k−1


1−

k∑
i = 1

σ 2
i

(
k∑

i = 1
σiRPCi θ X

)2


 =

4The derivatives of the coefficients of correlation for DCERs based on theta, omega,

and rho are not seen in Tables 3b–d. These are, however, easy to calculate from the

original correlations in Table 3c, in the same manner done in Table 3b. Estimates

by RREG seem notably lower than the other estimates of correlation; in what

follows, these are taken as underestimates.

8
7

(
1− 0.6004

1.3952

)
= 0.790 and, if G is used as the linking factor,

ρ̂α_Gi θ X = k
k−1


1−

k∑
i = 1

σ 2
i

(
k∑

i = 1
σiGi θ X

)2


 = 8

7

(
1− 0.6004

1.6302

)
=

0.885. In both cases, the message is the same: the estimate by
the traditional alpha is radically deflated; instead of 0.24, the
level of reliability is most probably closer to 0.79–0.85. Deflation-
corrected thetas vary, 0.778–0.968, deflation-corrected omegas
vary, 0.831–0.973, and deflation-corrected rhos vary, 0.901–
0.989. These are notably higher than the deflated traditional
theta (0.444), omega (0.422), and rho (0.493). In these kinds of
datasets with extreme difficulty levels, DCERs may give a notable
advantage in estimating the true reliability.

Known Limitations and Suggestions for
Further Studies
The paradigm of deflation-correction in the estimates of
reliability is still in the early stage. We do not know yet
much about the new types of estimators of reliability. The
simulation conducted in this article has obvious limits: only
small sample sizes were used, the latent reliability was not
controlled as is a norm in Monte Carlo simulations, the
score variables was restricted only to raw score, tests with
more than 30 and less than 10 categories in the score were
missing, and no tests with extreme difficulty level or very
short tests were not included in the simulation. Further
investigation of such settings would be beneficial. Also, by far,
only limited estimators of correlations as alternatives for Rit have
been studied.
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One obvious need of the new paradigm is to create a
sound theoretical base for DCERs. From this viewpoint, DCERs
based on omega and rho may be easier to argue for: the
theoretical base discussed in eqs. (16) to (21) may be used
as a sufficient conceptual or theoretical basis for DCERs.
However, many traditional estimators are strictly based on
variances, observed variance and error variance, leading to
use of the traditional item–score correlation, which leads to
deflation. The alternative estimators discussed in this article
are mainly short-cuts replacing Rit in the process. However,
if we want to create or develop an estimator such as ρBS,
ρFR, ρKR20, and ρα from scratch and to avoid embedding Rit
in the formulae, would the estimator still look like in the
traditional formulae?

Another obvious restriction of the study is that only
estimators from the classical test theory were discussed. A
relevant question is, how applicable the results would be with
estimators of reliability within Generalizability Theory (G-
Theory; chronologically, e.g., Cronbach et al., 1972; Shavelson
et al., 1989; Shavelson and Webb, 1991; Brennan, 2001, 2010;
Vispoel et al., 2018a,b; Clayson et al., 2021), confirmatory factor
analysis (CFA) or structural equation modeling (SEM refer to,
e.g., Raykov and Marcoulides, 2006; Green and Yang, 2009b),
and IRT and Rasch modeling (refer to estimators in e.g., Verhelst
et al., 1995; Holland and Hoskens, 2003; Kim and Feldt, 2010;
Cheng et al., 2012; Kim, 2012; Milanzi et al., 2015)? Except for
the estimators developed for CFA and SEM analysis, in all cases,
the possible deflation in the estimates is not as obvious as with
the classical estimators, because the latter can be expressed using
Rit and principal and factor loadings that are obviously deflated.
Estimators using factor loading (as is a tradition in the basic CFA
and SEM) are most probably prone to severe deflation because
factor loadings are prone to deflation.

In G-Theory, the challenge is that, first, two types of estimators
are used: the generalizability coefficient and the dependability
coefficient; the former is low when interindividual rankings are
inconsistent, and the latter is low whenmeasurements from same
individuals are inconsistent (refer to condensed discussion in
Clayson et al., 2021). Although the former is more comparable
with classical estimators such as coefficient alpha, we do not
know the possible mechanics of deflation in these estimators.
Second, in estimating the reliability within the framework of
G-Theory, variance components are radically more complicated
than when using classical estimators (refer to Brennan, 2001;
Vispoel et al., 2018a; Clayson et al., 2021). Furthermore, Vispoel
et al. (2018a) noted that failing to consider each source of
measurement variance can result in overestimation of reliability.
Hence, systematic theoretical and empirical studies are needed
to confirm the possible sources of deflation in estimates
by G-Theory.

In Rasch and IRT modeling, the estimation of reliability is
often based on such concepts as “person separation” in Rasch
models (Andrich and Douglas, 1977; Andrich, 1982; Wright
and Masters, 1982) or “information function” in wider IRT
models (refer to, e.g., McDonald, 1999; Cheng et al., 2012;
Milanzi et al., 2015). These are not necessarily prone to deflation
in an obvious manner. However, what is known is that the

estimator called Accuracy of Measurement (MAcc) discussed
by Verhelst et al. (1995) with a one-parameter logistic model
tends to be severely affected by the form of distribution of
the score; when the score variable is notably skewed, that is,
when the test is either extremely easy or difficult to the target
population, the estimates may even be far off the range of
reliability (refer to the empirical examples in Metsämuuronen,
2022g).5 If we assume that the estimates may be deflated in the
estimators of reliability within the IRT modeling, two possible
sources would be worth studying: the formulae themselves may
not be effective or the estimates for item discrimination (a-
parameter) often needed in the estimation would be deflated.
With MAcc, it seems obvious that the operationalization of
error variance of the score should be reconsidered (refer to
Metsämuuronen, 2022g). Systematic studies, in this regard,
would be beneficial.

Using score variance as a basis of reliability within the classical
test theory leads easily to item–score correlation, which leads to
deflation. If we want to avoid using variances as the base for
reliability, one option for reconceptualizing reliability discussed
by Metsämuuronen (2022a) is to define “perfect reliability” (REL
= 1) as a condition where the score can discriminate test-
takers in all items in a deterministic manner in the spirit of
Guttman’s scalogram (Guttman, 1950). This is related to the
estimators of reliability within the non-parametric IRT modeling
(NIRT; Mokken, 1971) where the coefficient H by Loevinger
(1948) indicates homogeneity in the dataset and deviance from
the deterministic pattern or so-called “Guttman-homogeneity”
(refer to Molenaar and Sijtsma, 1984). This could lead to
(correctly) detecting perfect reliability by DCERs based on theta
and omega using RPC, G, G2, RAC, and EAC as the linking
factors (see eqs. 22–25). D could be used as the linking factor
in defining restrictions in Monte Carlo simulations: 90% of
logically ordered test-takers in all items, after they are ordered
by the score, lead to omegaD = 0.92 = 0.81 and 80% to
omegaD = 0.82 = 0.64. Other options could be based on
“sufficiency of information” (Smith, 2005), “person separation”
(Andrich andDouglas, 1977; Andrich, 1982;Wright andMasters,
1982; refer also to “Rasch reliability” in Linacre, 1997; Clauser
and Linacre, 1999), the “information function” (refer to, e.g.,
McDonald, 1999; Cheng et al., 2012; Milanzi et al., 2015)
discussed in item response theory (IRT) settings, or “person-
fit” within the paradigm of NIRT (refer to, e.g., Meijer et al.
(1995).

The final note for further studies comes from the fact that the
extended family of DCERs also includes estimators such as the

5In the specific dataset of achievement in the instruction language of a test in

mathematics (n = 7,770) with extremely easy items and radically non-normal

distribution discussed by Metsämuuronen (2022a,c,f) and re-analyzed above, the

estimate by MAcc (Verhelst et al., 1995, pp. 99–100) was obviously out of range

(MAcc = −5.89), while the traditional alpha = 0.245, theta = 0.444, omega =

0.422, and rho = 0.493, although deflated, were within the range of reliability.

In April 2022, this specific dataset was re-analyzed by the teams of Milanzi et al.

(2015) and Cheng et al. (2012) using the estimators they suggested in their articles.

The results will be reported later. In this case, it would also be informative to

apply Foster’s (2021) enhanced KR20 developed for non-normal datasets such as

exponential distributions in the score.
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ordinal alpha and ordinal theta proposed by Zumbo et al. (2007).
Other less known estimators may also be included. Ordinal alpha
and theta are based on changing the inter-itemmatrices of PMCs
by matrices of RPCs instead of changing the linking factor itself. It
is expected that the estimates by ordinal alpha and theta would be
identical with those by the theta RPC and alpha RPC discussed in
this article, because the estimates using the traditional formula of
alpha and an alternative computational form using the matrices
of inter-item correlations are identical. However, it is not known
whether estimates by factor analysis using the matrix of RPCs
would lead to factor loadings that are RPCs. If the estimates are
identical, it would be easy to obtain DCERs based on omega and
rho using traditional procedures simply by changing the inter-
item matrix of Rits to the matrix of RPCs, Gs, or Ds, for instance.
However, if the loadings are still (essentially) Rits, calculated
using the mechanics of PMC, it could be valuable to develop
new procedures for FA/PCA so that the factor loadings needed
in DCERs would be, factually, RPCs, Gs, or Ds, for instance, as
discussed above.
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Within the framework of constrained statistical inference, we can test

informative hypotheses, in which, for example, regression coe�cients are

constrained to have a certain direction or be in a specific order. A large amount

of frequentist informative test statistics exist that each come with di�erent

versions, strengths and weaknesses. This paper gives an overview about these

statistics, including the Wald, the LRT, the Score, the F̄- and the D-statistic.

Simulation studies are presented that clarify their performance in terms of type

I and type II error rates under di�erent conditions. Based on the results, it

is recommended to use the Wald and F̄-test rather than the LRT and Score

test as the former need less computing time. Furthermore, it is favorable to

use the degrees of freedom corrected rather than the naive mean squared

error when calculating the test statistics as well as using the F̄- rather than

the χ̄2-distribution when calculating the p-values.

KEYWORDS

informative hypothesis testing, constrained statistical inference, informative test

statistics, type I error rates, naive mean squared error, corrected mean squared error,
¯F-distribution, χ̄2-distribution

Introduction

Imagine a researcher wants to examine a novel psychotherapy program. A

randomized experiment is set up with three treatment groups. One is a control group

(X = 0), one participates in an established, standard psychotherapy program (X = 1)

and one participates in the novel psychotherapy program (X = 2). No covariates

are considered. The researcher is interested in the group means of the dependent

variable Y , which denotes the score on a mental health questionnaire. Studies like

this are usually conducted to show the superiority of the novel treatment over the

standard treatment, as well as the superiority of the standard treatment over the control

group. Thus, the researcher assumes that µ2 > µ1 > µ0. However, following

classical null hypothesis testing procedures, we usually first test a hypothesis like

H0 :µ2 = µ1 = µ0 against Ha : not H0, that is, not all three means are equal.
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If we can reject H0 in favor of Ha, a second step often follows,

in which we execute pairwise comparisons to determine which

means are equal and which means are not equal. This implies

multiple testing, which brings along the risk of an inflated type

I error rate. The framework of constrained statistical inference

(Silvapulle and Sen, 2005; Hoijtink, 2012) allows us to test so-

called informative hypotheses, meaning that we can test the null

hypothesis H0 :µ2 = µ1 = µ0 against the ordered hypothesis

Ha :µ2 > µ1 > µ0 in a single step. Thus, in contrast to classical

null hypothesis testing, researchers have the advantages that

they can formulate their hypotheses of interest directly, instead

of making a detour via another hypothesis, while additionally

avoiding to increase the risk for inflated type I error rates.

Informative hypothesis testing can be conducted by means

of the Bayesian (see, e.g., Hoijtink et al., 2008; Hoijtink, 2012) as

well as the frequentist (see, e.g., Barlow et al., 1972; Robertson

et al., 1988; Silvapulle and Sen, 2005) approach, where the latter

is the focus of this paper. The Bayesian approach is implemented

in the R (R Core Team, 2020) package bain (Gu et al., 2020).

The frequentist approach is implemented in SAS/STAT R© by

means of the PLM procedure (for instructions, see Chapter

87 of SAS Institute Inc., 2015) as well as in several R packages

including restriktor (Vanbrabant, 2020) and ic.infer (Grömping,

2010). Recent work of Keck et al. (2021) also demonstrated how

to integrate informative hypothesis testing into the EffectLiteR

(Mayer and Dietzfelbinger, 2019) package.

Restriktor and ic.infer use a broad range of test statistics,

which are presented in Silvapulle and Sen (2005). However,

research in the field of constrained statistical inference often

uses the famous F̄-statistic (see, e.g., Kuiper and Hoijtink, 2010;

Vanbrabant et al., 2015) and neglects the distance statistic

(D-statistic). Furthermore, each test statistic comes in various

versions, for example depending on which estimate is used

for the mean squared error or the variance-covariance matrix,

and oftentimes, it is not obvious which software program uses

which test statistic. There are also different options regarding

the distributions that can be used to compute the p-values

(χ̄2, F̄). At the same time, small sample properties of informative

test statistics are mostly unknown. Finally, simulation studies

that examine the performance of informative test statistics are

lacking in the constrained statistical inference literature.

The aim of this paper is twofold. First, we want to give an

overview of a broad range of different informative test statistics,

including the Wald test, the likelihood-ratio test (LRT), the

Score test, the F̄- and the D-statistic as well as their different

versions. Second, we want to clarify how those test statistics

perform when sample and effect sizes, hypotheses and the

distribution used for calculating the p-values vary. Note that

we only consider the regression setting, where all variables

are observed. The paper is structured as follows: We start by

presenting the univariate linear regression model to explain

all necessary terminology that is used in the following section,

where we define the test statistics. These test statistics include

“regular” as well as informative test statistics to illustrate the

link between them. We also discuss different versions of these

test statistics. Subsequently, we report about simulation studies

that we conducted. We introduce the design of the studies, that

included a broad range of sample sizes as well as effect sizes, and

we outline type I and type II error rates. We conclude with a

short discussion. Supplementary materials are provided and will

be referenced throughout the paper.

Univariate linear regression model

The univariate linear regression model for an observation i

can be defined as:

yi = β0xi0 + β1xi1 + β2xi2 + ...+ βpxip + εi = x′i β + εi, (1)

where yi is the value of the response variable for observation i =

1, 2, ..., n, xi0 is 1 and xi1, ..., xip are the values of the p regressors

for observation i, which are assumed to be fixed (in terms of

repeated sampling). β0, ..., βp are the regression coefficients and

εi is a residual for observation i. In matrix notation, the model

can be written as y = Xβ+ε, whereX is called the designmatrix.

This regression model relies on several assumptions. First,

we assume that the expected value of εi is zero. That is, E(εi) = 0

for all i. In matrix notation, this is expressed as E(ε) = 0,

which implies that E(y) = Xβ, meaning that there is a linear

relationship between E(y) and the columns of X. Second, we

assume that xi is non-stochastic and X is of full column rank.

Third, we assume that the error term has a constant variance:

Var(εi) = σ 2
ε for all i. This implies that Var(yi) = σ 2

ε for all i.

Fourth, we assume that the covariance of any two error terms is

zero, that is Cov(εi, εj) = 0 for all (i, j), where i 6= j.

The model can be estimated by means of different

approaches such as ordinary least squares (OLS) or maximum

likelihood (ML). It can be shown that under the presented

assumptions, the OLS estimates of β are BLUE (best linear

unbiased estimators, see, e.g., Seber and Lee, 2012). Using an

example including four predictors, the following model is fitted:

yi = β0xi0 + β1xi1 + β2xi2 + β3xi3 + β4xi4 + εi, (2)

and β̂0, β̂1, β̂2, β̂3, and β̂4 are obtained via OLS estimation. We

may be interested in hypotheses concerning a single parameter

like H0 : β1 = 0 vs. Ha : β1 6= 0 or we might be interested

in hypotheses about nested model comparisons like H0 : β1 =

0 ∧ β2 = 0 vs. Ha : β1 6= 0 ∨ β2 6= 0 ∨ β3 6= 0 ∨ β4 6= 0.

We can compute various important quantities that are used

in hypothesis testing and that are characterized by a hat on

top of it. Note that the hat indicates that estimation of the

model parameters takes place in an unrestricted way, which will

change once we test informative hypotheses. First, an unbiased
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estimator for the mean squared error is:

σ̂ 2
ε = Ŝ2corrected =

R̂SS

n− k
, (3)

where k is the column rank ofX and R̂SS is the estimated residual

sum of squares
∑n

i=1 ê
2
i , where êi = yi − ŷi and ŷi are the

model predicted values of the response variable. Note that by

considering k, we yield a small-sample correction for the mean

squared error, as opposed to simply using:

Ŝ2naive =
R̂SS

n
, (4)

which corresponds to the maximum likelihood estimator of σ 2
ε .

The variance-covariance matrix of the estimated regression

coefficients ˆβ is usually computed as:

VCOV(ˆβ) =
1

n
Î
−1
1 , (5)

where Î1 is the unit information matrix:

Î1 =
1

n Ŝ2
corrected

X′X. (6)

Note that if certain model assumptions are violated, for example

if the error term does not have a constant variance, robust

versions of the standard errors (Huber, 1967; White, 1980) and

the variance-covariance matrix (Zeileis, 2006) can be used.

We can also test hypotheses about linear or non-linear

combinations of regression parameters, like H0 : β1 + β2 =

0 ∧ β3 + β4 = 0 vs. Ha : β1 + β2 6= 0 ∨ β3 + β4 6=

0. Note that in this paper, we will focus only on hypotheses

containing linear combinations of regression coefficients. These

combinations are specified by means of the R-matrix and each

part of the hypothesis can be expressed as a row in R:

r′1 =

(
0 1 1 0 0

)
, (7)

r′2 =

(
0 0 0 1 1

)
, (8)

leading to the full constraint matrix:

R =

(
0 1 1 0 0

0 0 0 1 1

)
. (9)

Then the hypothesis of interest can be expressed as H0 :Rβ =

0 vs. Ha :Rβ 6= 0. Note that all kinds of hypotheses,

including the single parameter case and comparisons of nested

models, as discussed before, can be expressed by means of

the R-matrix.

In case our hypothesis of interest contains inequality

constraints, like Ha : β1 + β2 > 0 ∨ β3 + β4 > 0, R still

looks the same, but we need to fit a model where we enforce

the inequality constraints on the regression coefficients. This

can be done by means of quadratic programming, for example

using the subroutine solve.QP() of the R package quadprog

(Turlach and Weingessel, 2019). It implements the dual method

of Goldfarb and Idnani (1982, 1983). If we apply this method

in the linear regression context, it has the following form

(see “Data Sheet 1” in the Supplementary materials for further

explanations):

min(−y′Xβ +
1

2
β
′X′Xβ) with the constraints Rβ ≥ β0.

(10)

Note that all quantities based on an inequality

constrained model are denoted by a tilde on top

of them. Assume that the unconstrained estimates
ˆβ
′

are (0.100 −0.130 0.100 −0.240 0.250), but

the inequality constrained estimates ˜β
′

may be

(0.110 −0.110 0.120 −0.230 0.240), where the estimates

of β0, β3 and β4 may also change slightly, even though they

already satisfied the constraints in the unrestricted estimation.

The restricted estimation will also lead to different residuals

than the unrestricted estimation.

If our hypothesis of interest contains equality constraints, for

exampleHa : β1+β2 = 0∨β3+β4 = 0, the equality constrained

estimates ¯β can also be found via quadratic programming. Note

that here, Ha from informative hypothesis testing equals H0

from classical null hypothesis testing. Similarly, all estimated

quantities with a bar on top are both the quantities from the

equality constrained fit in informative hypothesis testing and

the quantities obtained based on H0 in classical null hypothesis

testing, which are in fact equality constrained estimates as well.

The corresponding mean squared error terms for the inequality

and equality constrained case are defined as follows:

S̃2corrected =
R̃SS

n− k
, (11)

S̃2naive =
R̃SS

n
, (12)

S̄2corrected =
RSS

n− (k− h)
, (13)

S̄2naive =
RSS

n
, (14)

where R̃SS is the residual sum of squares of the inequality

constrained fit
∑n

i=1 ẽ
2
i , where ẽi = yi − ỹi and ỹi are the model

predicted values of the response variable. Furthermore, RSS is

the residual sum of squares under the equality constrained fit∑n
i=1 ē

2
i , where ēi = yi−ȳi and ȳi are themodel predicted values

of the response variable. Finally, h is the row rank of R.
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Similarly, we can define the unit information matrices of the

inequality and equality constrained fits:

Ĩ1 =
1

n S̃2
corrected

X′X, (15)

Ī1 =
1

n S̄2
corrected

X′X. (16)

Note that X from the inequality constrained fit equals X from

the unconstrained fit. The estimates ˆβ, ˜β and ¯β as well as the

corresponding mean squared error terms and unit information

matrices are used in the test statistics that are presented in the

subsequent section.

Hypothesis testing

In order to give a broad overview about different test

statistics, we present regular test statistics used in classical null

hypothesis testing, as well as informative test statistics used

in informative hypothesis testing. Note that an overview table

containing all test statistics is provided at the end of each section.

All test statistics can be applied in the setting of linear regression.

“Data Sheet 2” in the Supplementary materials shows how these

test statistics are implemented in R code.

Classical null hypothesis testing

The test statistics from classical null hypothesis testing that

we will explain include theWald test, the LRT, the Score test, the

F-test as well as the t-test. The large sample test statistics, that

is the Wald test, the LRT and the Score test, can be defined as

follows Buse (1982):

Wald = n(Rˆβ)′(RÎ
−1
1 R′)−1(Rˆβ), (17)

LRT = −2 · [ℓ(¯β)− ℓ(ˆβ)], (18)

Score =
1

n
S(¯β)′ Ī

−1
1 S(¯β), (19)

where ℓ(¯β) is the log-likelihood evaluated at ¯β, ℓ(ˆβ) is the log-

likelihood evaluated at ˆβ and S(¯β) = ∂

∂ ¯β
ℓ(¯β) is the score function

evaluated at ¯β. All three test statistics follow asymptotically a χ2-

distribution under the null hypothesis with df = h, if the model

is correct.

Note that all three test statistics implicitly depend on S2

in the information matrices (see Equation 6) and in the log-

likelihoods. In the regression setting, since we always know what

the residual degrees of freedom are, we can use Ŝ2
corrected

instead

of Ŝ2naive to obtain the corrected instead of naive test statistic

versions. That way, we can use the F-distribution with df1 =

h, df2 = n − p to obtain the p-values, which is more precise in

small samples compared to the χ2-distribution.

Note that the LRT, the Wald and the Score test are

asymptotically equivalent. However, it has been shown that

the values of the Wald test are always slightly larger than the

values of the LRT, which in turn are always slightly larger than

the values of the Score test (Buse, 1982, p. 157). Thus, using

the same critical χ2 value, the tests may have different power

properties, which can be one aspect guiding the choice between

them. Another aspect may be the time it takes to compute the

three tests. For the Wald test, we need to fit the unconstrained

model, whereas for the Score test, we need to fit the equality

constrained model and for the LRT, we need to fit both the

unconstrained and equality constrained model. In many cases,

fitting the unconstrained model takes the least amount of time,

which is why the Wald test is chosen often. However, in some

cases, for example if the equality constrained model has a lot less

parameters than the unconstrained model, it may be faster to fit

the equality constrained model compared to the unconstrained

model.

The F-test can be calculated as Seber and Lee (2012, p. 100):

Fcorrected =

1
h
[RSS− R̂SS]

Ŝ2
corrected

. (20)

Another test statistic version results from using Ŝ2naive instead

of Ŝ2
corrected

, which we denote as Fnaive. Seber and Lee (2012, p.

100) show that Fcorrected can be re-written to contain the unit

information matrix:

F
info
corrected

=
n

h
(Rˆβ)′(RÎ

−1
1 R′)−1(Rˆβ), (21)

where the superscript “info” refers to the information matrix.

When Ŝ2naive instead of Ŝ2
corrected

is used in constructing the unit

information matrix, we call this test statistic F
info
naive. If the model

is specified correctly, Fcorrected follows an F-distribution with

df1 = h, df2 = n− k under the null hypothesis.

The one-sample t-test is defined as Allen(1997, p. 67):

t =
β̂ − β̄

SE
β̂

, (22)

where β̄ is the value of β under the null hypothesis and SE
β̂
is the

standard error of β̂. Under the null hypothesis, t is t-distributed

with df = n− k, if the model is correct. Note that if h = 1 the t-

and F-statistic are related in a certain way, which is t2 = F.

It is widely known that the one-sample t-test can be used

for testing both two-sided hypotheses like H0 : β = 0 against

Ha : β 6= 0 as well as one-sided hypotheses likeH0 : β = 0 against

Ha : β > 0 or Ha : β < 0. The test statistic stays the same in

both cases, but the p-value is computed differently. That is, when

testing a two-sided hypothesis, half of the significance level is

allocated to each side of the t-distribution, whereas when testing

a one-sided hypothesis, all of it is allocated to one side of the t-

distribution. That means that the cut-off levels, denoting from
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TABLE 1 Overview of all presented regular test statistics.

Regular test statistics Formula

LRTnaive/corrected −2 · [ℓ(¯β)− ℓ(ˆβ)]

Waldnaive/corrected n(Rˆβ)′(RÎ
−1

1 R′)−1(Rˆβ)

Scorenaive/corrected
1
n
S(¯β)′ Ī

−1

1 S(¯β)

Fnaive/corrected
1
h
[RSS−R̂SS]

Ŝ2
naive/corrected

t β̂−β̄

SE
β̂

which point on the t-statistic can be considered to be significant,

change. The two-sided p-value, which is the default output of

most statistical software, simply adds up the probabilities of

the negative and positive version of the observed t-value (tobs),

independently of whether it was in fact positive or negative:

ptwo−sided = 2 · P(t > |tobs|)

= P(t > tobs)+ P(t < −tobs). (23)

Since the t-distribution is symmetric, P(t > tobs) is the same as

P(t < −tobs). When we are interested in the one-sided p-value

and Ha : β > 0, the p-value is obtained as:

pone−sided = P(t > tobs), (24)

whereas if Ha : β < 0, the p-value is obtained as:

pone−sided = P(t < tobs). (25)

Note that in case the obtained t-value is a positive number and

we are interested in Ha : β > 0 or in case t is a negative number

and we are interested inHa : β < 0, the one-sided p-value can be

obtained by dividing the two-sided p-value by 2.

In summary, the t-statistic is a special case, since this statistic

from the classical null hypothesis testing framework can be used

for testing an informative hypothesis, as long as the hypothesis

only contains one parameter. If we are interested in more than

one parameter, we can no longer use the t-statistic, but have to

use an informative test statistic. Table 1 shows an overview about

all presented regular test statistics.

Informative hypothesis testing

Informative test statistics are often a modified version of

the regular test statistics. In case the model is correct, the large

sample informative test statistics, including the LRT, the Wald

test, the Score test and the D-statistic, asymptotically follow a

χ̄2-distribution under the null hypothesis, which is a mixture

of χ2-distributions. The small sample informative test statistic,

that is the F̄-statistic, follows an F̄-distribution under the null

hypothesis, if the model is correctly specified. The F̄-distribution

is a mixture of F-distributions. Note that similar to classical null

hypothesis testing, we can use the corrected instead of naive

mean squared error to obtain the large sample test statistics.

In that way, we can calculate the p-values by means of the

F̄-distribution instead of the χ̄2-distribution to obtain more

precise results in small sample sizes.

The LRTcorrected test statistic can be calculated as follows

Silvapulle and Sen (2005, p. 157):

LRTcorrected = −2 · [ℓ(¯β)− ℓ(˜β)], (26)

where ℓ(¯β) is the log-likelihood evaluated at ¯β and ℓ(˜β) is the log-

likelihood evaluated at ˜β. ℓ(¯β) has been calculated using S̄2
corrected

and ℓ(˜β) has been calculated using S̃2
corrected

. If S̄2naive and S̃2naive
were used instead, we would obtain LRTnaive.

The Wald statistic can be found in Silvapulle and Sen (2005,

p. 154):

Wald
info
corrected

=
n

Ŝ2
corrected

(R˜β)′(RW−1R′)−1(R˜β), (27)

where W = 1
nX

′X. The Wald version where we use Ŝ2naive

instead of Ŝ2
corrected

is called Wald
info
naive. Both versions implicitly

contain Î1 (see Equation 6), which can also be replaced by Ĩ1.

Note thatWald
info
naive will give different results, especially in small

sample sizes, due to the missing correction. Assuming VCOV(ˆβ)

is defined as in Equation 5, we can re-write the Wald statistic as:

WaldVCOV = [R˜β]′[R VCOV(ˆβ) R′]−1[R˜β], (28)

which is identical toWald
info
corrected

. Note that we can also replace

VCOV(ˆβ) by a more robust sandwich-estimator, which is not

commonly done in the applied literature.

The D-statistic is calculated as follows (Silvapulle and Sen,

2005, p. 159):

Dcorrected =
2 · n

Ŝ2
corrected

[d(¯β)− d(˜β)], (29)

where d(¯β) and d(˜β) are the values of the following two

functions at their solutions (see “Data Sheet 3” in the

Supplementary materials for further information):

f (β) = (ˆβ − β)′W(ˆβ − β) under the constraint Rβ = 0,

(30)

f (β) = (ˆβ − β)′W(ˆβ − β) under the constraint Rβ ≥ 0.

(31)

When minimizing these functions, we treat ˆβ and W as known

constants. Note that in the regression case, Dcorrected is identical

to Wald
info
corrected

and WaldVCOV , as long as Ŝ2
corrected

is used. In

contrast, if we switch to using Ŝ2naive, we obtain Dnaive, in which

case Dnaive = Wald
info
naive.
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The F̄-statistic can be found in (Silvapulle and Sen, 2005, p.

29):

F̄corrected =
RSS− R̃SS

Ŝ2
corrected

. (32)

According to Silvapulle and Sen (2005, p. 29), including the

constant 1
h
from the regular F-statistic in the F̄-statistic is not

necessary, as it does not affect the results. Again, when using

Ŝ2naive instead of Ŝ2
corrected

, we obtain F̄naive. We can re-write the

F̄-statistic similarly to howwe re-wrote the F-statistic. Assuming

that we use Ŝ2
corrected

to compute the unit informationmatrix, we

obtain:

F̄
info
corrected

= n(R˜β)′(RÎ
−1
1 R′)−1(R˜β). (33)

Again, Î1 can be replaced by Ĩ1.

There are various versions of the Score statistic. ScoreU
corrected

can be found in Silvapulle and Sen (2005, p. 159):

ScoreUcorrected =
1

n · Ŝ2
corrected

U ′(RW−1R′)−1U , (34)

whereU = RW−1[S(˜β)−S(¯β)]. When using Ŝ2naive as compared

to Ŝ2
corrected

, we obtain ScoreUnaive. Another version of the Score

statistic, Score
null−info
corrected

, is defined as follows Silvapulle and

Silvapulle (1995, p. 342):

Score
null−info
corrected

=
1

n
[S(¯β)− S(˜β)]′ Ī

−1
1 [S(¯β)− S(˜β)], (35)

where Ī1 has been calculated by means of S̄2
corrected

(see

Equation 13). In contrast, if we use S̄2naive, we obtain

Score
null−info
naive .

Furthermore, Score
info
corrected

can be calculated as Silvapulle

and Sen (2005, p. 166):

Score
info
corrected

=
1

n
P′(RÎ

−1
1 R′)−1P, (36)

where P = RÎ
−1
1 [S(˜β)−S(¯β)] and Î1 is calculated using Ŝ

2
corrected

and can be replaced by either Ĩ1 or Ī1. If we use Ŝ2naive to

calculate Î1, we obtain Score
info
naive. Silvapulle and Sen (2005, p.

166) mention another way to express Score
info
corrected

:

Score
info,Robertson
corrected

=
1

n
[S(˜β)− S(¯β)]′ Î

−1
1 [S(˜β)− S(¯β)], (37)

where the superscript “Robertson” indicates that this is the

version defined by Robertson et al. (1988), Î1 is calculated using

Ŝ2
corrected

and can be replaced by either Ĩ1 or Ī1. Assuming

that VCOV(ˆβ) is defined as in Equation 5, Score
info
corrected

can be

re-written as:

ScoreVCOV = V ′[R VCOV(ˆβ) R′]−1V , (38)

TABLE 2 Overview of all presented informative test statistics.

Informative test statistics Formulas

LRTnaive/corrected −2 · [ℓ(¯β)− ℓ(˜β)]

Wald
info
naive

n

Ŝ2naive
(R˜β)′(RW−1R′)−1(R˜β)

Wald
info

corrected = WaldVCOV n

Ŝ2
corrected

(R˜β)′(RW−1R′)−1(R˜β)

= [R˜β]′[R VCOV(ˆβ) R′]−1[R˜β]

Dnaive/corrected
2·n

Ŝ2
naive/corrected

[d(¯β)− d(˜β)]

F̄naive
RSS−R̃SS

Ŝ2naive

F̄corrected = F̄
info

corrected
RSS−R̃SS

Ŝ2
corrected

= n(R˜β)′(RÎ
−1

1 R′)−1(R˜β)

ScoreUnaive/corrected
1

n·Ŝ2
naive/corrected

U ′(RW−1R′)−1U

Score
null−info

naive/corrected
1
n
[S(¯β)− S(˜β)]′ Ī

−1

1 [S(¯β)− S(˜β)]

Score
info
naive = Score

info,Robertson
naive

1
n
P′(RÎ

−1

1 R′)−1P

= 1
n
[S(˜β)− S(¯β)]′ Î

−1

1 [S(˜β)− S(¯β)]

Score
info

corrected = Score
info,Robertson

corrected

= ScoreVCOV

1
n
P′(RÎ

−1

1 R′)−1P

= 1
n
[S(˜β)− S(¯β)]′ Î

−1

1 [S(˜β)− S(¯β)]

= V ′[R VCOV(ˆβ) R′]−1V

where V = R VCOV(ˆβ) [S(˜β)−S(¯β)], again allowing for a more

robust sandwich-estimator of VCOV(ˆβ) to be inserted. Table 2

gives an overview about all the informative test statistics that

were presented.

P-values

There are two approaches for calculating the p-

value of informative test statistics (Silvapulle and Sen,

2005). In this paper, we use the approach where we

first calculate the weights of the respective mixture

distribution (χ̄2, F̄). Note that the sum of the weights

from 0 to q is one, where q is the rank of X under the

null hypothesis.

If the residuals of our data are normally distributed, we

can use the multivariate normal probability function as well

as the ic.weight() function of the R package ic.infer

(Grömping, 2010) to compute the weights. These calculations

are also implemented in the R package restriktor (Vanbrabant,

2020). Once we have computed the weights, the p-values of the

observed χ̄2-value (χ̄2
obs

) and of the observed F̄-value (F̄obs)

are obtained as follows Silvapulle and Sen (2005, pp. 86 and

99):

Pr(χ̄2 ≥ χ̄2
obs) =

q∑

i=0

wi(H0,Ha)Pr[(h− q+ i)χ2
h−q+i ≥ χ̄2

obs],

(39)

Pr(F̄ ≥ F̄obs) =

q∑

i=0

wi(H0,Ha)Pr[(h− q+ i)Fh−q+i,n−p ≥ F̄obs].

(40)
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TABLE 3 Type I error rates when using R1 and applying the test statistics as outlined in the referenced books.

Wald
info
corr.

n LRTcorr. LRTrestr. Wald
info
naive WaldVCOV ScoreUcorr. Score

null−info
corr. Score

null−info
restr.

Score
info
corr. F̄corr.

Fcorr. tone−s. ttwo−s.

Dcorr.
ScoreVCOV F̄restr.

10000 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.050 0.047 0.050

2000 0.054 0.054 0.054 0.054 0.057 0.054 0.054 0.054 0.054 0.060 0.054 0.060

1000 0.057 0.057 0.058 0.057 0.058 0.057 0.057 0.057 0.057 0.067 0.057 0.067

500 0.058 0.058 0.058 0.055 0.053 0.055 0.055 0.055 0.055 0.049 0.055 0.049

100 0.054 0.054 0.056 0.051 0.054 0.050 0.048 0.048 0.049 0.043 0.049 0.043

50 0.057 0.058 0.060 0.054 0.066 0.051 0.044 0.044 0.049 0.044 0.049 0.044

25 0.074 0.074 0.092 0.066 0.089 0.057 0.047 0.045 0.057 0.057 0.057 0.057

10 0.125 0.112 0.186 0.098 0.169 0.054 0.002 0.000 0.054 0.061 0.054 0.061

The test statistics are abbreviated as follows: LRTcorrected as LRTcorr. , LRTrestriktor as LRTrestr. , Wald
info

corrected
as Wald

info
corr. , Dcorrected as Dcorr. , Score

U
corrected

as ScoreUcorr. , Score
null−info

corrected
as

Score
null−info
corr. , Score

null−info

restriktor
as Score

null−info
restr. , Score

info

corrected
as Score

info
corr. , F̄corrected as F̄corr. , Fcorrected as Fcorr. , tone−sided as tone−s. and ttwo−sided as ttwo−s. . Bold values are above 0.06 and

underlined values are below 0.04.

TABLE 4 Type I error rates when using R2 and applying the test statistics as outlined in the referenced books.

Wald
info
corr.

n LRTcorr. LRTrestr. Wald
info
naive WaldVCOV ScoreUcorr. Score

null−info
corr. Score

null−info
restr.

Score
info
corr. F̄corr.

Fcorr.

Dcorr.
ScoreVCOV F̄restr.

10000 0.052 0.052 0.052 0.052 0.049 0.052 0.052 0.052 0.052 0.049

2000 0.048 0.048 0.050 0.048 0.052 0.048 0.048 0.048 0.048 0.046

1000 0.051 0.051 0.051 0.051 0.052 0.051 0.047 0.047 0.051 0.058

500 0.059 0.059 0.062 0.060 0.059 0.059 0.057 0.057 0.059 0.048

100 0.057 0.056 0.070 0.061 0.078 0.055 0.053 0.051 0.056 0.058

50 0.051 0.046 0.090 0.060 0.099 0.044 0.039 0.035 0.048 0.055

25 0.068 0.055 0.135 0.083 0.119 0.052 0.027 0.010 0.064 0.055

10 0.069 0.011 0.416 0.163 0.334 0.024 0.001 0.000 0.054 0.061

The test statistics are abbreviated as follows: LRTcorrected as LRTcorr. , LRTrestriktor as LRTrestr. , Wald
info

corrected
as Wald

info
corr. , Dcorrected as Dcorr. , Score

U
corrected

as ScoreUcorr. , Score
null−info

corrected
as

Score
null−info
corr. , Score

null−info

restriktor
as Score

null−info
restr. , Score

info

corrected
as Score

info
corr. , F̄corrected as F̄corr. , Fcorrected as Fcorr. . Bold values are above 0.06 and underlined values are below 0.04.

It can be expected that the p-values are very similar,

irrespective of whether they are calculated based on the χ̄2-

or F̄-distribution, as long as sample sizes are large. However,

for small sample sizes, the F̄-distribution should yield more

accurate results.

Simulation studies

We conducted several simulation studies to examine the

impact of different conditions on the performance of the

presented test statistics in terms of type I and type II error rates.

We were interested in the effects of sample and effect sizes,

the number of regression parameters considered in Ha as well

as the distribution used for calculating the p-values. Our main

motivation was to provide a reference framework for applied

researchers who wish to test informative hypotheses, helping

them to chose the optimal test statistic(s) in the present situation.

Design

We generated a design matrix X, including data for five

regression coefficients β ′ = (β1 β2 β3 β4 β5) and considered

effect sizes of f 2 = 0.02 (small), f 2 = 0.10 (medium) and f 2 =

0.35 (large) and sample sizes of 10, 25, 50, 100, 500, 1000, 2000,

and 10000. For examining the type I error rate, we generated

a random outcome Y , whereas for examining the type II error

rate, we fixed all βs to 0.1 and generated y with a random error

term that was specific for the effect size used. Since f 2 = R2

1−R2
,

where R2 is the determination coefficient, we can calculate the

error terms of y by plugging in the f 2-specific value of R2 in

S2y = [β Cor(X) β]×
1− R2

R2
, (41)

where Cor(X) is the correlation matrix of the design matrix X.

The number of replications was 1000.
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TABLE 5 Type I error rates when using R1, ˆS2corrected (or

˜S2corrected,
¯S2corrected) and the ¯F-distribution for calculating the p-value.

n LRTcorr.
Wald

info
corr. ScoreUcorr.

Dcorr.

10000 0.047 0.047 0.047

2000 0.054 0.054 0.057

1000 0.057 0.057 0.058

500 0.055 0.055 0.053

100 0.052 0.049 0.052

50 0.055 0.049 0.065

25 0.067 0.057 0.080

10 0.084 0.054 0.126

The test statistics are abbreviated as follows: LRTcorrected as LRTcorr. , Wald
info

corrected
as

Wald
info
corr. , Dcorrected as Dcorr. and ScoreU

corrected
as ScoreUcorr. . Bold values are above 0.06 and

underlined values are below 0.04.

TABLE 6 Type I error rates when using R2, ˆS2corrected (or

˜S2corrected,
¯S2corrected) and the ¯F-distribution for calculating the p-value.

n LRTcorr.
Wald

info
corr. ScoreUcorr.

Dcorr.

10000 0.052 0.052 0.049

2000 0.048 0.048 0.051

1000 0.050 0.051 0.051

500 0.059 0.059 0.058

100 0.055 0.056 0.072

50 0.043 0.048 0.085

25 0.042 0.064 0.097

10 0.006 0.054 0.161

The test statistics are abbreviated as follows: LRTcorrected as LRTcorr. , Wald
info

corrected
as

Wald
info
corr. , Dcorrected as Dcorr. and ScoreU

corrected
as ScoreUcorr. . Bold values are above 0.06 and

underlined values are below 0.04.

We considered two different kinds of R matrices, where the

first one was defined as follows:

R1 =

(
0 1 0 0 0 0

)
. (42)

This represents the hypothesis that only β1 is greater than zero:

Ha :β1 > 0. The second Rmatrix was defined as:

R2 =




0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1



, (43)

stating that at least one of the regression coefficients, except the

intercept, are greater than zero: Ha :β1 > 0 ∨ β2 > 0 ∨ β3 >

0 ∨ β4 > 0 ∨ β5 > 0.

To compute the test statistics, we used Ŝ2naive and Ŝ2
corrected

as well as S̃2naive, S̃
2
corrected

, S̄2naive and S̄2
corrected

and to compute

the p-values, we used the χ̄2- as well as the F̄-distribution.

In addition to the manual calculation of the test statistics,

we also included the test statistics as reported by the R

package restriktor.

Type I results

Test statistics were first applied the way they are

presented in the referenced literature. That is, Wald
info
naive

makes use of Ŝ2naive, whereas all other test statistics make

use of Ŝ2
corrected

(or S̃2
corrected

, S̄2
corrected

). For calculating

the p-values, the χ̄2-distribution is used for LRTcorrected,

Wald
info
naive, Wald

info
corrected

, WaldVCOV , Dcorrected, Score
U
corrected

,

Score
null−info
corrected

, Score
info
corrected

and ScoreVCOV . The F̄-distribution

is used for calculating the p-values for the F̄-statistic, the F-

distribution is used for calculating the p-values for the F-statistic

and the t-distribution is used for calculating the p-values for

the t-statistic. Note that restriktor always uses Ŝ2
corrected

(or

S̃2
corrected

, S̄2
corrected

) for all available test statistics and always

calculates the p-value based on the F̄-distribution. Tables 3, 4

show the results.

We can observe that when using R1 (see Table 3), that

is when testing a hypothesis concerning only one regression

parameter, type I error rates are identical between F and

ttwo−sided as well as between F̄ and tone−sided, showing the

link between classical null hypothesis testing and informative

hypothesis testing. When using R2 (see Table 4), that is when

testing a hypothesis concerning multiple regression parameters,

problems with type I error rates seem to occur earlier as

compared to when using R1. More specifically, problematic

type I error rates occur as early as with n = 500 or n =

100 when using R2, but only start occurring with n = 50

or n = 25 when using R1. Apart from that, ScoreU
corrected

and Wald
info
naive show the highest type I error rates for both R

matrices, whereas F̄ and F̄restriktor show the most appropriate

type I error rates for both R matrices. This is because the F̄-

distribution is more precise in small sample sizes as compared

to the χ̄2-distribution.

When using the F̄-distribution instead of the χ̄2-distribution

when calculating the p-value for all test statistics, type I error

rates are closer to the nominal level when sample sizes get

smaller. This can be seen in Tables 5, 6 where a selection of test

statistics are shown.

Furthermore, it can be observed that when using

R1, type I error rates increase when using LRTcorrected
and ScoreU

corrected
and n = 10 in contrast to n = 25.

The same can only be observed for ScoreU
corrected

when using R2, but not for LRTcorrected, where the

type I error rate decreases quite substantially instead.
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FIGURE 1

Type II error rates when using R1 and applying the test statistics as outlined in the referenced books.

More results can be found in “Data Sheet 4” in the

Supplementary materials.

Type II results

Figures 1, 2 show the type II error rates when applying the

test statistics as in the referenced books.

Once more, we can observe that when using R1 (see

Figure 1), that is when testing a hypothesis concerning only one

regression parameter, type II error rates are identical between F

and ttwo−sided as well as between F̄ and tone−sided, showing the

link between classical null hypothesis testing and informative

hypothesis testing. When using R2 (see Figure 2), that is when

testing a hypothesis concerning multiple regression parameters,

problems with type II error rates seem to occur later (in terms

of sample size) as compared to when using R1. This was

the other way around regarding the type I error rate and it

demonstrates the nature of the relationship between type I and

type II error rates: If one goes down, the other one goes up

and vice versa.

The same mechanism can be observed when using the F̄-

distribution instead of the χ̄2-distribution when calculating

the p-value for all test statistics (Figures 3, 4): Type II

error rates are increased in small sample sizes, since type

I error rates had improved, that is, decreased. Again,

further results can be found in “Data Sheet 5” in the

Supplementary materials.

Discussion

In this paper, we gave an overview of a large number

of different informative test statistics, including their different

versions. Furthermore, we clarified how those test statistics

perform in terms of type I and type II error rates under different

conditions by means of simulation studies in the context of

linear regression. We considered varying sample and effect

sizes as well as two different constraint matrices, where one
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FIGURE 2

Type II error rates when using R2 and applying the test statistics as outlined in the referenced books.

specified a hypothesis about one parameter and the other one

specified a hypothesis about multiple parameters. Moreover, we

considered the naive and corrected mean squared errors of the

unconstrained, inequality and equality constrained models as

part of the test statistics as well as the χ̄2- and F̄-distribution

to calculate the p-values.

Based on our findings, the following recommendations

can be made. Considering the time it takes to compute

the informative test statistics, both the Wald and the F̄-

test versions are favorable, since they only need fitting

of the inequality constrained model to obtain ˜β and Ĩ1.

Even if we do not use Ĩ1 but use Î1 instead, the increase

in time is small in the context of linear regression. The

Score test and the LRT versions are less favorable, since

they require fitting both the inequality constrained as

well as the equality constrained model to obtain ˜β and
¯β, as well as the respective unit information matrices

or log-likelihoods.

The D-statistic versions only require fitting the

unconstrained model to obtain ˆβ. However, we then

additionally need to compute the two functions d(¯β)

and d(˜β), which is as time-consuming as fitting the

inequality constrained model. Thus, there is no advantage

of using the D-statistic versions over the Wald and

the F̄-test versions in the context of linear regression.

However, if the regression model was non-linear,

computing the two functions would be significantly less

computationally expensive than fitting the inequality

constrained model.

Moreover, we recommend using the corrected mean

squared error versions in the test statistics as well as using

the F̄-distribution for calculating the p-values, if sample

sizes are small. This seems to keep type I error rates closer

to the nominal level compared to using the naive mean

squared error versions and using the χ̄2-distribution for

calculating the p-value. An additional interesting finding

was that the relationship between LRT, Wald and Score

test values that has been found in the unconstrained

context also holds in the constrained context. That is,

Wald test values are always slightly larger than LRT

Frontiers in Psychology 10 frontiersin.org

175

https://doi.org/10.3389/fpsyg.2022.899165
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Keck et al. 10.3389/fpsyg.2022.899165

FIGURE 3

Type II error rates when using R1, Ŝ
2
corrected (or S̃2corrected , S̄

2
corrected) and the F̄-distribution for calculating the p-value.

values, which in turn are always slightly larger than Score

test values.

The limitations of our simulation studies include the

following aspects. We treated all variables as manifest, even

though variables of interest in the social and behavioral

sciences are often latent in nature. Furthermore, we solely

generated normal data despite the fact that violations against

the normality assumption occur regularly. Moreover, we

used orthogonal predictors without interactions albeit this

is rarely the case in the social and behavioral sciences.

And lastly, we only included the regular versions of the

standard errors and the variance-covariance matrix. Future

research should thus repeat the simulation studies in the

context of Structural Equation Modeling (SEM) to take into

account latent variables. Furthermore, the impact of non-

normal data as well as correlated predictors with interactions

and using the robust versions of the standard errors and the

variance-covariance matrix should be examined. It may be

that under these conditions, type I and type II error rates

deviate from the results presented in this paper. Moreover, the

properties of informative test statistics, especially concerning

the D-statistic, should also be investigated in the context of

non-linear models.

Finally, research in the social and behavioral sciences is

often not only interested in inference concerning regression

coefficients, but also regarding effects of interest. These effects

may be average or conditional treatment effects, which are

defined as a linear or non-linear combination of regression

coefficients. The EffectLiteR approach (Mayer et al., 2016)

provides a framework and R package for the estimation

of average and conditional effects of a discrete treatment

variable on a continuous outcome variable, conditioning on

categorical and continuous covariates. Keck et al. (2021)

already demonstrated how to integrate informative hypothesis

testing into the EffectLiteR framework in the context of

linear regression. The present paper provides interested readers

who want to apply informative hypothesis testing concerning

regression coefficients or effects of interest with practical

information regarding test statistics as well as type I and type

II error rates.
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FIGURE 4

Type II error rates when using R2, Ŝ
2
corrected (or S̃2corrected , S̄

2
corrected) and the F̄-distribution for calculating the p-value.
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